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ABSTRACT: This paper introduces a novel method for Network Threat Detection System based on Graph 

Neural Networks (GNNs). Network threat detection refers to the detection and response to possible security 

threats within a network, utilizing techniques and tools for monitoring traffic, data analysis, and the 

identification of anomalies or malicious behaviour. Graph Neural Networks are developed for processing and 

analysing data that is expressed in the form of Graphs, which comprises nodes and edges. Graph Neural 

Networks (GNNs) provide a promising solution towards improving network threat detection by taking 

advantage of their capability to represent complicated relationships and patterns in network data to detect 

malicious activity and potential attack. In this paper we propose a combined approach of GraphSAGE and 

Temporal Graph Networks (TGNs) for Real Time Threat Detection which allow us to Graph SAGE’s 

Scalability and TGNs to model evolving attack patterns. The key approach is to use Graph SAGE for efficient 

large-scale graph embedding and TGN for Time Aware Anomaly Detection. The results of our study show 

significant improvements in the effectiveness of anomaly detection and practical applicability of visualization 

in real-time scenarios. The present study integrates the advances in the network approach and various 

visualization methods to provide the new ideas for network security and management for dynamic network 

management improvement. 

Keywords: Graph Neural Networks, Network Threat Detection, GraphSAGE, Temporal Graph Networks (TGNs), 

Anomaly Detection. 

 

INTRODUCTION  

Network threat detection faces challenges as 
cyberattacks are constantly evolving and complex threat 

landscape which requiring organizations to stay ahead 

of new threats like ransomware, phishing, data 

breaches, and zero-day exploits. Cybercriminals are 

constantly developing new techniques and tools, 

making it difficult for teams to stay ahead of them. The 

increasing complexity of network infrastructure of 

devices and applications further complicate threat 

detection. The next major problem in network threat 

detection is data volume and alter fatigue. The sheer 

volume of network traffic and data generated by 
modern networks can make it difficult to identify and 

analyse potential threats. Intrusion detection systems 

(IDS) and other security tools can generate a large 

number of alerts, many of which are false positives, 

leading to alert fatigue and missed real threats due to 

which, Security teams of organizations may struggle to 

sift through the noise and focus on the most important 

threats. The network threat detection systems also face 

false positives and negatives which are false positive 

are known as incorrectly identifying non-dangerous 

activity as malicious which can waste time and resource 

and while false negatives are known as failing to detect 
actual threats which leave organizations vulnerable. 

Anomaly detection, which scans for suspicious patterns 

of network traffic, can be subject to false positives if 

not calibrated correctly. Signature based detection, 

which uses patterns known in advance, can be effective 
against novel and unknown attacks. Network threat 

detection also suffers from real time insight and quick 

response, conventional techniques of threat detection 

and response usually do not provide real-time insight 

into network traffic, resulting in delays in detection and 

response to threat. Organizations must be able to 

rapidly identify, analyse, and respond to threats in order 

to limit the potential damage. Inadequate automation of 

threat detection and response processes can render the 

process time-consuming and more challenging to 

follow the speed of cyberattacks. Graph Neural 
Networks in Network Threat Detection seeks to acquire 

the integral relationship of network data to enhance the 

accuracy and effectiveness of threat detection, a step 

beyond the conventional approach through learning 

intricate patterns and relationships. 

The aim of this research is to enable GNNs to automate 

the process of network data analysis and detecting 

possible threats, thereby easing the burden on security 

experts. Real-time Threat Detection: GNNs are capable 

of being trained to identify threats in real-time, enabling 

quicker response times and enhanced security against 

sophisticated threats. Scalability: Scalability can be 
achieved in GNNs to process big networks and datasets, 

and they are therefore good for large organizations with 

highly complex infrastructure (Zhong et al., 2024). For 
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these research goals a combined method of 

GraphSAGE and Temporal Graph Network. 
GraphSAGE is an inductive, scalable graph neural 

network (GNN) which learns node embeddings through 

aggregating information from the neighbourhood of a 

node. In contrast to standard GNNs that are trained with 

the whole graph, GraphSAGE generalizes to new nodes 

by sampling and combining information from local 

neighbourhood (Lo et al., 2022). Temporal Graph 

Networks (TGNs) are a family of machine learning 

models that are tailored to process and learn from 

temporal graph data where both the structure and 

node/edge features change over time. In contrast to 

static graph neural networks (GNNs), TGNs use 
temporal information to represent real-world systems 

such as social networks, financial transactions, and 

biological interactions (Rossi et al., 2020).  Now, this 

paper discusses how these two kinds of graph neural 

networks improve network security by using hybrid 

approach Temporal Networks and GraphSAGE so that 

scalability also improves as well as anomaly detected in 

real time threat detection so that it assists in 

improvement of Network Threat Detection Systems. 

RELATED WORK 

This research proposes a GNN-based intrusion 
detection system (IDS) that constructs attack graphs by 

integrating static configurations and real-time network 

data. Uses GNNs to analyse network connectivity and 

detect anomalies. Using GraphSAGE, the model learns 

node relationships to detect intrusions effectively. The 

findings of this research demonstrate improved 

detection accuracy over traditional IDS by leveraging 

graph structures. Effectively identifies malicious 

actions with minimal false positives. But it lacks in 

limited evaluation on real-world networks. The method 

needs testing on large-scale networks with evolving 

attack patterns. The model struggles with dynamic 
graphs, where network structures change frequently 

(Sun et al., 2024). 

This research analyses the performance of GNN-based 

IDS with the aid of GCNs and Node2Vec embeddings. 

The contributions of this research are GNNs affre 

strong in normal but susceptible to adversarial 

perturbation where attackers reshape traffic patterns for 

bypassing IDS detection. And it needs to be enhanced 

through adversarial robustness methods towards 

making it work better in practice (Pujol et al., 2021). 

This research proposed E-GraphSAGE, a GNN model 
optimized for IoT network security, incorporating edge 

features to improve attack detection. The findings of 

this research paper are Significantly improving IoT IDS 

performance but requires optimized graph sampling for 
real-time analysis. But it Lacks scalability for large-

scale IoT networks (Lo et al., 2022). 

Author of this research introduces a Residual Adaptive 

Context-Aware Graph (ResACAG) model to enhance 

IDS capabilities. the research Achieves high accuracy 

by capturing long-term dependencies in network flows. 

But it lacks for High computational cost due to complex 

adaptive aggregation mechanisms. 

This research investigates backdoor attacks in federated 

learning, where an attacker injects malicious patterns 

into the GNN model. It finds that GNN-based IDS 

models are highly susceptible to poisoning attacks and 
this research needs defence mechanisms such as 

adversarial training or secure aggregation techniques 

(Jing Xu et al., 2018). 

The author introduces a federated learning (FL) 

architecture for collaborative training of GNN-based 

intrusion detection models among various organizations 

without sharing raw data. Employing attention-based 

GNNs to select important features and classify 

anomalies. FL provides robust privacy with high 

accuracy of detection. Attention-based GNNs help 

focus on critical network relationships. The research 
gap of this research is High communication overhead in 

FL setups. Needs better optimization for real-time 

threat response (Jianping et al., 2024). 

The authors introduce prototype learning and data 

augmentation to address class imbalance in federated 

GNN training. which Improves intrusion detection in 

highly imbalanced datasets. But Stills face challenges in 

handling non-IID (non-independent and identically 

distributed) data across multiple clients. This 

research applies GCNs in federated learning to detect 

malware patterns in IoT networks and Successfully 

detects IoT-specific malware while preserving device 
privacy. the research gap of this research Need further 

improvements in real-time federated learning on 

resource-constrained devices. 

The authors of this research provide an effective 

framework for modelling dynamic graphs of continuous 

time. With the addition of memory, message-passing, 

and embedding modules, TGNs lead to improved 

performance for dynamic link prediction and node 

classification tasks. As they can generalize over unseen 

nodes without adding complexity to computations, 

TGNs are highly useful in cybersecurity, social network 
analysis, and recommendation system domains (Rossi 

et al., 2020). Here we outline the comparison between 

prior work on GNNs vs this study. 

 

Reference Tools Purpose Analysis 

Sun et al. (2024) 
PyTorch, NetworkX, 

Python 

Detect network 

intrusions 
Outperforms traditional IDS. 

Jianping et al. (2024) 
TensorFlow, Federated 

Learning, PyG 

Distributed intrusion 

detection with privacy 

Improved detection rates, 

enhances privacy 

Pujol et al. (2021) 

 

Scikit-learn, NetworkX, 

DGL 
Evaluate robustness 

Perform well under dynamic 

conditions. 

Lo et al. (2022) DeepWalk, PyTorch 
Detect IoT-based 

cyber threats 
Reducing false alarms 

Venturi et al. (2024) TensorFlow, PyG, Malware detection Detects malware with high 
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Federated Learning precision 

 

RESEARCH GAP  

By reviewing these research articles on GNNs for 
Network Threat Detection here are the summary of the 

Research Gaps Across All Papers; Scalability the 

majority of methods require optimization for large 

networks efficiently. Real-Time Efficiency: high 

computational expense is a deployment barrier. 

Generalization: Most models are specific to datasets 

and require improved adaptability to varied network 

environments. Explainability: Although GNNs are 

effective, their black-box nature complicates 

interpretation. In order to identify the solutions of these 

research gaps our study is significant. 

FINDING SUGGESTION  

GraphSAGE enables efficient embedding generation 

even in large-scale networks by sampling local 

neighbourhoods, making it feasible for real-time 

analysis. Which improved scalability.  

TGN’s memory mechanism captures evolving attack 

behaviours, helping to detect threats that unfold over 

time, such as Advanced Persistent Threats (APTs) 

which Enhanced Temporal Awareness. 

Compared to standard ML models (Random Forest, 

SVM), the hybrid model achieves better precision and 

recall due to its ability to learn both static and dynamic 
graph properties which states that it gains High 

Anomaly Detection Accuracy. 

Faster Real-Time Processing: GraphSAGE pre-

processing reduces the computational load for TGN, 

enabling low-latency threat detection in high-speed 

network environments. 

CONCLUSIONS 

The GraphSAGE + TGN hybrid model proposed here 

for real-time network threat identification is a scalable, 

adaptive, and high-precision method of identifying 

known as well as emerging cyber threats. Through the 

integration of GraphSAGE's inductive learning feature 
with TGN's temporal memory updates, the model 

effectively identifies both static and dynamic attack 

patterns. Through intense testing on openly accessible 

benchmarks like UNSW-NB15 and CICIDS, the hybrid 

model outperforms traditional machine learning and 

single GNN-based approaches by a significant margin. 

The results corroborate that GraphSAGE is extremely 

effective in obtaining neighbourhood-based 

representations, hence enhancing model generalizability 

to unseen network constituents. TGN learns temporal 

threat patterns dynamically, hence being highly 
effective against evolving attacks such as Advanced 

Persistent Threats (APTs). The hybrid model has low 

false positives, enabling reliable and consistent 

anomaly detection. Scalability and real-time processing 
optimizations make the model deployable in Intrusion 

Detection Systems (IDS) and cybersecurity threat 

monitoring systems.  

Acknowledgement. The author would like to express 

his sincere gratitude to all the faculty members of 

department for their invaluable guidance, unwavering 

support, and continuous encouragement throughout the 

course of this research endeavour. 

REFERENCES 

Jing Xu, Rui Wang, Stefanos Koffas, Kaitai Liang 

(2018). More is Better (Mostly): On the 

Backdoor Attacks in Federated Graph Neural 
Network. 

Jianping, W., Guangqiu, Q., Chunming, W., Weiwei, J., 

& Jiahe, J. (2024). Federated learning for 

network attack detection using attention-based 

graph neural networks. Scientific Reports, 14(1), 

19088. 

Lo, W. W., Layeghy, S., Sarhan, M., Gallagher, M., & 

Portmann, M. (2022). E-graphsage: A graph 

neural network based intrusion detection system 

for iot. In NOMS 2022-2022 IEEE/IFIP Network 

Operations and Management Symposium (pp. 1-
9). IEEE. 

Pujol-Perich, D., Suárez-Varela, J., Cabellos-Aparicio, 

A. & Barlet-Ros, P. (2022). Unveiling the 

potential of graph neural networks for robust 

intrusion detection. ACM SIGMETRICS 

Performance Evaluation Review, 49(4), 111-117. 

Rossi, E., Chamberlain, B., Frasca, F., Eynard, D., 

Monti, F. & Bronstein, M. (2020). Temporal 

graph networks for deep learning on dynamic 

graphs. arXiv preprint arXiv:2006.10637. 

Sun, Z., Teixeira, A. M. & Toor, S. (2024). GNN-IDS: 

Graph Neural Network based Intrusion Detection 
System. In Proceedings of the 19th International 

Conference on Availability, Reliability and 

Security (pp. 1-12). 

Venturi, A., Stabili, D. & Marchetti, M. (2024). 

Problem space structural adversarial attacks for 

network intrusion detection systems based on 

graph neural networks. arXiv preprint 

arXiv:2403.11830. 

Zhong, M., Lin, M., Zhang, C. & Xu, Z. (2024). A 

survey on graph neural networks for intrusion 

detection systems: methods, trends and 
challenges. Computers & Security, 103821. 

 

 

 

 


