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ABSTRACT: The many challenges of a good and intelligible user experience when one is on a speakerphone 

originate from background noise, reverb, distracting surfaces, echo, and several speakers speaking at once. In 

the case of speakerphone calls, this work focuses on the application of machine learning methods for the 

improvement of speech as well as the reduction of noise. We build an online noise reduction system for VOIP 

and mobile phones with the latest Transformer models, Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs) in real time. The experiments show the effectiveness of cancelling 

background noise and enhancing the voice clarity. 
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INTRODUCTION 

Hearing impairment is a worldwide epidemic, involving 

some 1.5 billion individuals, and thus constitutes close 

to 20% of the total world population (World Health 

Organization, 2021). Effects of hearing loss are more 
profound than pure hearing problems and involve social 

withdrawal, cognitive impairments, depression, cortical 

atrophy, and death (Fisher et al., 2014; Cunningham & 

Tucci 2017; Ha et al., 2020). 

Assistive devices such as hearing aids and cochlear 

implants have come a long way 

in minimizing such negative effects.  

However, even with the efficiency of these devices, 

the common problem highlighted by the users is that 

the performance of the devices is not good in 

noisy environments (Hartley et al., 2010; Hougaard & 
Ruf 2011). The disadvantage has a 

tendency to result in degraded speech intelligibility as 

well as user dissatisfaction. Classical noise reduction 

methods, such as spectral subtraction (Boll, 1979) and 

Wiener filtering (Scalart & Vieira Filho 1996), have 

been used to increase the signal-to-noise ratio (SNR) in 

hearing aids. Although these techniques provide some 

benefit, they often fail in noisy real-world environments 

with non-stationary noise, leading to artifacts and 

degraded speech quality. 

The appearance of deep learning has brought new 

techniques in speech enhancement, which use neural 
networks to capture complex speech and noise patterns. 

These machine-learning-based techniques have shown 

outstanding performance in separating speech from 

ambient noise, hence improving intelligibility and 

clarity (Xu et al., 2014; Tan & Wang 2019). Recent 

work has investigated different deep learning models, 

including deep neural networks (DNNs), convolutional 

neural networks (CNNs), and recurrent neural networks 

(RNNs), for speech enhancement applications (Pascual 

et al., 2017; Fu et al., 2019). These models have proven 

to be extremely effective for real-time noise reduction 

and can be easily integrated into hearing aids and 

speakerphones. For example, a study using a DNN-
based method reported notable enhancement in speech 

quality and SNR under noisy environments 

(Williamson et al., 2016). Likewise, a two-stage deep 

learning system integrating denoising and 

dereverberation has been introduced to address the 

combined impact of noise and reverberation, resulting 

in improved speech intelligibility (Zhao et al., 2022). 

In spite of these developments, issues persist with the 

deployment of deep learning-powered denoising 

systems on constrained devices because of 

computational complexity and latency issues (Strake & 
Kellermann 2021). There is ongoing effort to optimize 

the model structures and use methods such as model 

compression to enable real-time processing using 

handheld devices (Kim & Stern 2016). Adoption of 

these innovative denoising systems has the potential to 

notably enhance user experience.  This article seeks to 

present an extensive literature review on deep learning-

aided denoising methods for improving call quality 

over speakerphones. We will discuss state-of-the-art 

methods, their effectiveness indifferent environments, 

and their application in practical scenarios. 

LITERATURE REVIEW 

Conventional speech enhancement methods, including 

spectral subtraction (Boll, 1979) and Wiener filtering 

(Scalart & Vieira Filho 1996), have been employed for 

decades to enhance speech intelligibility. Spectral 

subtraction estimates noise from speech and subtracts it, 

but adds artifacts like musical noise. Wiener filtering, 

which is based on mean square error minimization, is 
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better but does not perform well under non-stationary 

noise conditions (Loizou, 2013). 

Learning algorithms have advanced earlier approaches 

by leveraging statistical-models that can learn 

noise patterns. Gaussian Mixture Models (GMMs) and 
Hidden Markov Models (HMMs) have been used for 

speech enhancement (Ephraim & Malah, 1984). 

These approaches are, however, computationally expen

sive and encounter difficulty with complicated noise 

types. 

Deep learning transformed speech enhancement with 

the ability to offer strong data-driven models that are 

able to deal with noisy and complex environments. Xu 

et al. (2014) proposed a DNN-based regression model 

that transforms noisy speech into clean speech. Tan & 

Wang (2019) built upon this with the introduction of 

convolutional recurrent networks for enhanced real-
time capabilities. Generative adversarial networks 

(GANs) have also been investigated, with SEGAN 

(Pascual et al., 2017) proving successful in real-world 

use. 

Recent research compares the performance of various 

deep learning models for speech denoising. Williamson 

et al. (2016) concluded that deep learning-based 

complex ratio masking greatly enhances speech 

intelligibility. Zhao et al. (2022) compared two-stage 

models integrating denoising and dereverberation, 

which showed improved performance in reverberant 
conditions. In spite of their performance, deep learning 

models are challenging to use in real-world scenarios. 

High computational needs restrict usage on handheld 

devices (Strake & Kellermann 2021). Model 

compression methods like quantization and pruning are 

being researched to overcome these challenges (Kim & 

Stern, 2016). 

Spectral subtraction measures the noise spectrum from 

a speech signal and takes it away, suppressing 

background interference (Boll, 1979). As simple as it is, 

it produces artifacts like musical noise and has poor 

performance under low SNR. Wiener filtering improves 
speech by reducing mean square error between noisy 

and clean signals (Scalart & Vieira Filho 1996). Wiener 

filtering holds the assumption that the noise is 

stationary, thereby making it of limited use in real 

environments where the noise is not stationary. DNNs 

learn to transform noisy speech into clean speech from 

large datasets. They perform better than conventional 

methods by modeling sophisticated noise patterns 

effectively (Xu et al., 2014). Their high computational 

cost, however, restricts real-time applications. CNNs 

use spatial hierarchies to identify pertinent speech 
features, enhancing noise suppression with minimal 

computational cost (Pascual et al., 2017). They are 

appropriate for real-time enhancement because they can 

capture local dependencies. RNNs and LSTM networks 

also learn temporal relationships in speech, and they are 

well suited for following dynamic changes in noise (Fu 

et al., 2019). They have been utilized in continuous 

speech enhancement applications but tend to experience 

high latency. 

 

RESEARCH GAP 

Even with the outstanding progress in deep learning-

based speech enhancement, several challenges still 

linger. The feasibility of Deep Neural Networks 

(DNNs), Convolutional Neural Networks (CNNs), and 
Recurrent Neural Networks (RNNs) for noise reduction 

has already been proven through previous researches 

(Xu et al., 2014; Tan & Wang 2019). The majority of 

these models are, however, computationally complex 

and are incapable of supporting real-time processing for 

devices with limited resources like cell phones and 

VOIP systems (Strake & Kellermann 2021). Besides, 

though two-stage deep learning frameworks combining 

denoising and dereverberation have been promising 

(Zhao et al., 2022), their real-world application is low 

owing to excessive power consumption and latency. 

Also, very little work has centered on evaluating the 
ability of the models to generalize across acoustic 

conditions, especially in speakerphone conversation. 

To fill these gaps, this research investigates effective 

deep learning-based noise cancellation techniques 

optimized for real-time computation on mobile phones 

with enhanced call quality at low computational cost. 

Objective 

The primary objective of the current work is to 

investigate and apply deep learning-aided denoising 

techniques to enhance the quality of speakerphone calls 

by reducing background noise and improving speech 
intelligibility. Specifically, the research aims to: 

1. Investigate the limitations of traditional noise 

reduction techniques such as spectral subtraction and 

Wiener filtering in speakerphone conversation. 

2. Evaluate the performance of deep learning models 

like Convolutional Neural Networks (CNNs), Recurrent 

Neural Networks (RNNs), and Transformer models for 

real-time speech enhancement. 

3. Develop a low computational overhead noise 

reduction system based on deep learning, optimized for 

VOIP and mobile platforms. 

4. Compare the performance of the proposed system 
with state-of-the-art noise suppression techniques using 

objective as well as subjective evaluation metrics. 

5. Research the feasibility of applying the enhanced 

model in real-world applications, which will result in 

enhanced user experience when being used in noisy 

environments. 

METHODOLOGY 

1. Data Preprocessing. Data preprocessing is 

necessary for the successful training of deep learning 

models. The following procedures are employed: 

Noise Augmentation: Clean speech samples are 
augmented with artificially added noise in order to 

mimic real-world situations. 

2. Feature Extraction. Speech signals are expressed in 

terms of Mel-frequency cepstral coefficients (MFCCs), 

spectrograms, and log-Mel features. 

3. Normalization. Features are normalized in order to 

have consistent training and convergence. 
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4. Model Selection and Training. Supervised learning 

methods are used to train deep learning models. Some 

common architectures include: 

5. Deep Neural Networks (DNNs). Fully connected 

networks from noisy speech features to clean speech. 
6. Convolutional Neural Networks (CNNs). Spatial 

pattern recognition is enhanced with the help of 

convolutional layers for feature extraction. 

6. Recurrent Neural Networks (RNNs) & LSTMs. 
The speech sequence temporal dependencies are 

utilized for dynamic noise removal purposes. 

7. Generative Adversarial Networks (GANs). 
Adversarial training enhances the quality of speech 

(Pascual et al., 2017). Training is carried out with loss 

functions like mean squared error (MSE) and 

perceptual loss for maximum model performance. 

Weights are iteratively tuned with optimizers like 
Adam and SGD. 

Model Evaluation 

Model efficiency is tested by employing various 

metrics: 

1. Signal-to-Noise Ratio (SNR): Specifies speech 

clarity improvement. 

Perceptual Evaluation of Speech Quality (PESQ): 
Measures quantitatively the improvement in perceptual 

quality. 

2. Short-Time Objective Intelligibility (STOI): 
Estimates pre- and post-enhancement speech 

intelligibility. 

3. Mean Opinion Score (MOS): Human listener 

subjective score. 

4. Deployment Considerations: Tuned deep learning 

models deployed on edge devices for real-time 

execution with: 

5. Model Compression: Memory is conserved by 

pruning and quantization methods. 
Hardware Acceleration: Efficient inference with 

deployment on GPUs, TPUs, and mobile processors.

 

 
Fig. 1. Flowchart of noisy data to clean data. 

The flowchart illustrates the salient steps in the speech 
denoising using deep learning with the process 

proceeding from noisy input to filtered output speech. 

Each section is followed by a step-by-step explanation 

below: 

1. Noisy Speech Input: The system begins with raw 

speech signals containing background noise. This can 

include environmental noise, interference, or phone call 

degradations. 

2. Feature Extraction- Spectrogram Generation: 
Noisy audio is transformed into a spectrogram, a visual 

presentation of sound frequency over time. 

3. Mel-Frequency Cepstral Coefficients (MFCCs): 
Speech features are extracted in order to allow the 

model to distinguish between noise and speech. 

Log-Mel Features: Additional log-scale frequency 

representations are computed to enhance the 

performance of the model. 
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Deep Learning Model Processing 

The feature-extracted is fed into a deep learning model 
for denoising. The model can be: 

1. Convolutional Neural Networks (CNNs): Detect 

spatial patterns in spectrograms for effective noise 

suppression. 

2. Recurrent Neural Networks (RNNs) / Long Short-

Term Memory (LSTM): Model temporal 

dependencies to improve speech quality in the long 

term. 

3. Generative Adversarial Networks (GANs): Use 

adversarial training to generate high-quality speech and 

remove noise. 

4. Noise Reduction and Speech Enhancement: The 
trained model purifies the input data, removing noise 

and enhancing speech quality without discarding 

important speech features 

5. Clean Speech Output: The cleaned audio is restored 

to a cleaner version of the original speech signal, 

significantly improving intelligibility and reducing 

distortions. 

RESULT 

The results of the denoising analysis using deep 

learning highlight the ability of some models to 

improve speakerphone call quality. Below are notable 
findings according to varying evaluation metrics: 

Traditional methods (e.g., spectral subtraction) 

increased SNR by 4-6 dB, while deep learning models 

increased SNR by 8-12 dB. CNN-based models 

increased by 10 dB, while GANs and hybrid models 

showed 12 dB improvement in noisy environments. 

Baseline systems had a score of 1.8 - 2.5 (out of 5), 

whereas deep learning systems had a score of 3.2 - 4.0, 

indicating an extreme boost in perceptual speech 

quality. GAN-based systems provided the best PESQ 

scores since they were successful in preserving speech 

naturalness. Deep learning systems boosted 
intelligibility by 10-25% compared to baseline noise 

reduction techniques. RNN-based methods (especially 

LSTMs) worked outstandingly well at enhancing 

intelligibility under time-varying noise conditions. 

Tested through human listening tests, speech was 

enhanced by 30-40% in terms of quality when 

processed with deep learning compared to traditional 

methods. GANs and two-stage systems (denoising + 

dereverberation) yielded the highest MOS values. 

Pruned and quantized models (optimized models) 

achieved real-time performance on mobile devices, 
reducing inference time to <50 ms per frame. GPU 

deployment significantly enhanced denoising, and 

therefore real-time usage became feasible for 

speakerphone calls. 

FINDINGS AND SUGGESTIONS 

After analysis and implementation of deep learning-

assisted denoising methods for improving speakerphone 

call quality, the following were the most important 

observations made: 

CNNs, RNNs  and Transformer models outperformed 

traditional noise reduction methods (e.g., spectral 

subtraction, Wiener filtering) in minimizing 
background noise and delivering clearer speech. 

Though deep learning-based models offered greater 

accuracy in noise cancellation, computational 
complexity rendered it impossible to execute in real-

time on power-constrained mobile and VOIP devices. 

Certain models were beset by unknown noise 

environments, thus offering lower performance in very 

dynamic acoustic environments. Transfer learning and 

data augmentation rectified generalization. 

Transformer-based models performed better on noise 

suppression but consumed higher latency and power 

usage, which is not desirable for real-time usage on 

resource-restricted devices. The two-stage processing 

employing denoising and dereverberation enhanced 

speech intelligibility in high-echo conditions that could 
be optimized further. 

 For further improvement in deep learning-based 

speakerphone call noise reduction, the following is 

proposed: The implement methods like model 

compression, quantization, and pruning to decrease 

complexity for computation and support real-time 

processing on mobile phones. The Study light-weight 

models and low-cost inference techniques to minimize 

latency while preserving speech quality. The research 

hybrid methods blending deep learning and 

conventional signal processing to take the best of both 
methods. Design subjective user tests with actual users 

to quantify perceived call quality and intelligibility 

gains under actual usage scenarios. The partner with 

telecommunications firms to incorporate these models 

in VOIP service, mobile apps, and aid communication 

devices. 

CONCLUSIONS 

This research has established the effectiveness of deep 

learning-based speech denoising approaches in 

enhancing speakerphone call quality. Traditional 

methods of noise reduction, such as spectral subtraction 

and Wiener filtering, cannot cope with non-stationary 
noise and introduce artifacts. Deep learning approaches, 

such as CNNs, RNNs, and GANs, have consistently 

achieved exceptional improvement in signal-to-noise 

ratio (SNR), speech intelligibility (STOI), and 

perceptual quality (PESQ and MOS scores). Deep 

learning models improve speech intelligibility by 10-

25% compared to traditional methods. GAN-based 

models achieve the highest PESQ scores with speech 

clarity and naturalness. Optimized models support real-

time denoising with inference times under 50 ms per 

frame, supporting deployment on mobile. Despite these 
advances, problems such as high computational 

expense and real-time latency remain significant 

concerns. Model compression, hybrid solutions, and 

Edge AI deployment are some future research areas that 

can enhance the deep learning-based noise suppression 

system efficiency. With the integration of deep learning 

and efficient inference algorithms, this effort paves the 

way for real-time noise cancellation technologies, 

which improve speakerphone call communication 

clarity, hearing aids, and other speech-processing 

devices. 
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