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ABSTRACT: Authenticating a correct user plays an important part to protect various types of information, 

and using biometrics for recognition helps in this. Face biometrics are easily accepted by all as it is easy to 

use. The recent techniques used for face recognition can be spoofed using cheap equipment’s. In this paper 

various techniques to detect face spoofing using texture analysis, temperature variation, motion, liveness 

detection and distinguish between real faces and fake ones.  
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I.  INTRODUCTION 

Biometrics is an emerging technology that recognizes 

human identities based upon one or more intrinsic 
physiological or behavioral characteristic, e.g. faces, 

fingerprints, irises, voice [1]. However, spoofing attack 

(or copy attack) is still a fatal threat for biometric 

authentication systems [2]. Liveness detection, which 

aims at recognition of human physiological activities as 

the liveness indicator to prevent spoofing attack, is 

becoming very active in fields of fingerprint recognition 

and iris recognition [2, 3, 4, 5]. In the face recognition 

community, numerous recognition approaches have 

been presented, but the efforts on antispoofing are still 

very limited[6]. The most common faking way is to use 

a facial photograph of the valid user to spoof the face 

recognition system, since usually one’s facial image is 

very easily available for the public, for example, 

downloaded from the web, captured unknowingly by 

the camera. Photo attack is one of the cheapest and 

easiest spoofing approaches. The imposter can rotate, 

shift, and bend the valid user’s photo before the camera 

like a live person to fool the authentication system. It is 

a challenging task to detect whether the input face 

image is from a live person or from a photograph. 

Most of the current face recognition systems are based 

on intensity images and equipped with a generic 
camera. An anti-spoofing method without additional 

device is more preferable. It could be easily integrated 

into the existing face recognition systems. The goal of 

this paper is to develop a real-time liveness testing 

approach to resist photograph-spoofing in a non 

intrusive manner for face recognition, which does not 

require any additional hardware except for a generic 

webcamera. 

 

 

A. Analysis of Face Liveness 

In general, a human can distinguish a live face or a 

photograph without much effort, since a human can 

easily recognize many physiological clues of liveness, 

for example, facial expression variation, mouth 

movement, head rotation, eye change. However, 

sensing these clues is very difficult for a computer, even 

under an unconstrained environment. We hope to find 

some easily computational and hardly spoofed clue for 

the photo-spoofing prevention. 

From the static view, the essential difference between 

the live face and photograph is that a live face is a fully 

three dimensional object while a photograph could be 

considered as a two dimensional planar structure. With 
this natural trait, Choudhary et al [7] employed the 

structure from motion yielding the depth 

informationofthefacetodistinguish live person and still 

photo. The disadvantages of depth information are that , 

it is hard to estimate depth information when head is 

still, and the estimate is very sensitive to noise and 

lighting condition, becoming unreliable. 

B. Eyeblink for Liveness Detection 

Eyeblink is a physiological activity of rapid closing and 

opening of the eyelid, which is an essential function of 

the eye that helps to spread tears across and remove 

irritants from the surface of the cornea and conjunctiva. 
Although blink speed can vary with elements such as 

fatigue, emotional stress, behavior category, amount of 

sleep, eye injury, medication,and disease,researchers 

report that [8,9], the spontaneous resting blink rate of a 

human being is nearly from 15 to 30 eyeblinks per 

minute. That is, a person blinks approximately once 

every 2 to 4 seconds, and the average blink lasts about 

250 milliseconds.  
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The current generic camera can easily capture the face 

video with not less than 15 fps (frames per second), i.e. 

the frame interval is not more than 70 milliseconds. 

Thus, it is easy for the generic camera to capture two or 

more frames for each blink when the face looks into the 

camera. 
It is feasible to adopt eyeblink as a clue for anti-

spoofing. The advantages of eyeblink based approach 

lie in: 1) it can complete in a non-intrusive manner, 

generally without user collaboration, 2) no extra 

hardware is required, 3) the eyeblink behavior is the 

prominently distinguishing character of a live face from 

a facial photo, which would be very helpful for liveness 

detection only from a generic camera. There is little 

work addressing vision-based detection of eyeblink in 

the literature. Most of previous efforts need highly 

controlled conditions and high-quality input data, for 

example, the system of automatic recognition of human 

facial action units[10]. Moriyama’seye blink detection 

method[11] is based on variation of average intensity in 

the eye region, sensitive to lighting conditions and 

noise. Ji et al [12] have attempted to use an active IR 

camera to detect eye blinks for prediction of driver 

fatigue. This paper poses the photo spoofing problem as 

detection of eyeblink behaviors. To tackle this problem, 

we first model blink detection as inference in a 

Conditional Random Field[13] framework, which 

enables the long-range dependencies among 

observations and states. Eye closity,a discriminative 
measure derived from the adaptive boosting algorithm, 

is introduced and embedded into the contextual model, 

for computational efficiency and detection accuracy 

consideration. The extensive experiments are conducted 

to demonstrate effectiveness of the proposed approach. 

II. THE APPROACH  

The eyeblink behavior could be represented as a 

temporal image sequence after being digitally captured 

by the camera. One typical method to detect blink is to 

classify each image in the sequence independently as 

one state of either closed eye or opened eye, for 

example, using the Viola’s cascaded Adaboost 
approach for face detection [14]. The problem with this 

method is that it assumes all of the images in the 

temporal sequence are independent. Actually, the 

neighboring images of blinking are dependent, since the 

blink is a procedure of eye going from open to close, 

and back to open. The temporal information is ignored 

for this method, which may be very helpful for 

recognition. 

A. Eye Closity 

From the theoretical view, the original image data could 

be directly incorporated into the conditional model 
framework described above. However, it would 

dramatically increase the complexity and make the 

problem hard to solve. We hope to take advantage of 

the features extracted from the image for defining the 

intermediate observation. For example, silhouette 

features are commonly used in human motion 

recognition [15, 16]. Our goal is to develop a real-time 

approach, thus, we try to use as little feature as possible 

to reduce the computational cost, meanwhile the 

features should convey as much discriminative 
information for eye states as possible to improve the 

prediction accuracy. 

Motivated by the idea of the adaptive boosting 

algorithm [17], we define a real-value discriminative 

feature for the eye image,called eye closity, 

U(I),measuring the degree of eye’s closeness, which is 

constructed by a linear ensemble of a series of weak 

binary classifiers and computed by an iterative 

procedure. 

III. CONCLUSIONS 

This paper investigates eyeblinks as liveness detection 

against photo spoofing in face recognition. The 

advantages of eyeblink-based method are non-intrusion, 

no extra hardware requirement, and prominence of 

activity. To recognize the eyeblink behavior, we model 

the dependencies among the observations and states in 

an undirected conditional graphical framework, 

embedded a new-defined discriminative measure of eye 

state in order to hasten inference as well as convey the 

most effective discriminative information. We 

demonstrated that the proposed approach achieves high 

performance by just using one generic webcamera 

under uncontrolled indoor lighting conditions, even was 
worn glasses-wearing allowed. The comparison 

experiments showed our approach outperforms 

cascaded Adaboost and HMM. The proposed eyeblink 

detection approach, in nature, can be applied to a wide 

range of applications such as fatigue monitoring, 

psychological experiments, medical testing, and 

interactive gaming. 
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