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ABSTRACT: Internet of Things (IoT) is an emerging technology that is expected to revolutionize the
embedded systems, industry 4.0, and society 5.0. The IoT infrastructure is heterogeneous and will generate
sensed data in exponential ratio. Wireless sensor networks, cloud computing, edge computing, and various
other technologies lay the necessary foundation for IoT systems. Several challenges need to be addressed
before IoT can be used on a large commercial scale. One of the prime challenges of IoT is security, which
due to its heterogeneous and distributed nature which needs to be addressed. Emerging technologies, such
as Machine learning (ML) and deep learning (DL) provide intelligence to IoT applications and set new
benchmarks for security issues. In this paper, we analyze the role, impact, and contribution of ML and DL for
IoT applications specifically focusing on IoT security. We discuss different techniques such as supervised
learning, unsupervised learning, semi-supervised learning, reinforcement learning, and deep learning.
Finally, we present the future research directions along with current challenges which need to be addressed.
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I. INTRODUCTION

Internet of things (IoT) is the most recognizable
technology in the current era with unlimited applications
in all domains [1]. It brings revolution from medical to
agriculture and education to no boundaries. IoT
transferred the manual processes and systems to smart
and automated systems[2]. Various sensors and smart
devices are implemented within IoT systems which are
producing sensed data in an exponential rate. Along
with IoT, various other emerging and evolving
technologies in recent years with more improvement to
the internet protocols and computing systems made
easier communication between different devices or
computers. Internet protocols are used to send or
receive data from one computer to another, every
computer has its IP address which distinguishes it from
another computer on the internet [3]. Whenever a
computer sends or receives any type of information, this
will possible only with the help of internet protocols.
Almost twenty to fifty billion machines are presumed to
relate to the Internet in 2021 [4]. We can say that IoT is
our future. IoT is a combination of submerging
technologies about wireless and wired communications,
actuator devices, sensors, and the physical objects that
are connected to the Internet [5]. Each object or system
has its IP which distinguishes it from other objects or
systems that are connected with the help of internet of
things (IoT). Actuators convert an electrical signal to the
physical action, task, or work [6]. IoT aims to connect all
the devices through the internet. This will reduce the
work of a man, as the computer will do the same job by
itself instead of an individual. The main objective of
computing is to simplify and improve human activities.
IoT will collect all the information through different
means, this information is not analyzed nor organized,
when the information is elicited in raw the system will be

able to analyze this raw information. By analyzing the
raw information, the knowledge will be extracted. So,
IoT needs efficient data processing technologies to
present better services to users and to enhance the
structure of overall IoT performance. IoT has taken over
almost everything in our society like banking, meeting
setting, e-learning, agriculture, industry, transportation,
smart health, and businesses. As data is available in
digital format, the security of data is the foremost
concern in IoT systems.
Currently, IoT generates a huge amount of data. The
field that use algorithms, processes, and scientific
methods to collect knowledge from structured and
unstructured data is known as data science [7]. Machine
learning is an application of artificial intelligence which
gives the ability to the system to automatically learn and
improve from experience without being explicitly
programmed [8]. Machine learning focuses on the
development of computer programs that can access
data and use it to learn for themselves. Machine
learning is significantly adopted in numerous
applications of IoT to fulfill the advanced requirements
which are not possible with traditional methods.
Optimized artificial intelligence and machine learning
techniques are required by IoT to cope with challenging
and complex tasks of the current technological era.
Various technologies are providing basic infrastructure
to IoT systems such as cloud computing, wireless
sensor networks, edge computing, 4G and 5G
communication. Owing to such heterogeneous use of
technologies, data privacy and protection is primary
apprehension by addressing the challenging security
attacks. Mostly wearable and node devices are
responsible for sensing and transferring data through
smartphones which leads to leakage of information
concerns. Further, it is challenging for IoT devices to
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perform well under the low resourced environments
such as short battery life, small memory and
computation power for heavy streams of data. The
heterogeneous nature of IoT systems exposes them to
easy security breaches.
Security of IoT systems is more critical than other
standalone systems. There is another truth that the IoT
systems are more vulnerable, so appropriate techniques
are required to examine and ensure the security of IoT
systems. Huge sensed data and their processing,
intelligent prediction, decision-taking of IoT systems and
IoT security is the main problem which is faced and
there is a need to address these problems to efficiently
cope with future systems.

II. INTERNET OF THINGS

Internet of Things (IoT) aims to build an intelligent
smarter environment and a convenient lifestyle by
saving energy, effort and money [9]. It automates every
process of life in smart ways. It enhances industry
productivity by saving resources. In modern times,
humans have started to depend more and more on
technology. In fact, in 2008 the total connected devices
on the internet exceeded the total population of humans.
Devices like mobiles phones, sensors and actuators
work together to handle tasks and their use will keep on
increasing in newer more complex ways. We have
entered an era where modern devices share data on
through networks, and this helps to collect data easier.
IoT refers to modern devices connected, to share
information these devices include sensors, actuators
and embedded systems having a microprocessor [10].
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Fig. 1. IoT Applications.

The idea is to reduce human-to-human and human-to-
machine interaction as much as possible and connect
machines with networks to handle all the data
exchanges themselves using machine-to-machine
interaction. In IoT, data can be shared at short range
using Wi-Fi, ZigBee, and Bluetooth or using a wide
range of technologies like NB-IoT, LoRa, GSM, GPRS,
CAT M1, Sigfox, WiMAX, 3G, 4G, LTE, and 5G. Every
IoT device has its own uses and limitations. There
should be a balance between processing power, energy
consumption and cost, hence it is important to select the
right device for the right scenario. IoT Infrastructure
uses platforms like Thing Speak, Main flux, Things
Board, Kaa, or Device Hive and protocols such as
AMQP, XMPP, STOMP,MQTT, HTTP and CoAP [11].
IoT platforms offer capabilities like storing and analyzing
data, managing nodes and monitoring, etc. IoT devices
are low-end and cannot handle heavy data
transmissions and processing. This calls for new
techniques including cloud computing, edge computing
and fog nodes. The idea is to provide something that
has enough resources to handle heavy tasks and hence
lowering the load on low-end IoT devices. Data obtained
from devices can be stored on cloud servers where it

can be analyzed by different machine learning
techniques. This leads us to IoT applications which are
nowadays widely used in smart city projects. As the
number of devices and data has increased
tremendously, researchers have taken interest in
Machine Learning and have developed modern AI
technologies to handle complex tasks [12].

A. Cloud Computing
Cloud computing is an evolving technology that provides
ubiquitous, on-demand, convenient, reliable and secure
network access to shareable resources that can easily
be configured, used and managed with the help of cloud
service providers, stated by the National Institute of
Standards and Technology (NIST) [13].
It is an ultimate solution to the current need for
advanced systems which work on the model of “Pay As
You Go”. Users can access the high level of resources
as per their needs with minimum budget and
manageable efforts. Maximum IoT systems are
integrated with different cloud services to efficiently
process and store real time data. Now, special cloud
services are available which are specially designed for
IoT.

Fig. 2. Cloud Services [14].

B. Fog Computing
As cloud computing providing a number of benefits,
there are few prime disadvantages that are faced by
cloud services. Normally, the cloud data centers are
centralized and far from users which requiring high
network access resources known as latencies. The high
latencies are normal for traditional applications such as
web or enterprise systems, but in the context of real-
time systems such as IoT and autonomous driving, it
causes problems. These latest systems are developed
with the help of edge nodes or devices which come with
low resources but requiring low latencies. So in this
situation, the fog computing is an ultimate solution which
considers both cloud and edge nodes by addressing low
latency issue. Fog computing is an extension of cloud
computing and it is more secure than the cloud because
it is not sharing all data into the cloud [15]. The personal
data of edge nodes are kept to edge while the filtered
data is forwarded to cloud. Fig. 3 shows the high-level
deployment aspects of fog computing.

Fig. 3. Deployment Aspects of Fog Computing [16].
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C. Edge Computing
The prime issue in cloud computing is end to end
reliable communication of between end device and
cloud. Further, the time taken for transfer of data from
the mobile device to cloud, then processing on cloud
and action back to the mobile device is high and cost
big in terms of usable resources. Edge nodes refer to
the endpoint devices which are connected in any
system that collects the data and performs the actions
[17]. Further, there is critical private information that is
associated with edge nodes and the transfer of this
information enhances the security challenges itself. In
comparison to traditional systems, the IoT systems
consist of many edge nodes [18].

Fig. 4. Edge Computing Overview [19].

The marvelous advancement is seen in an system on
chip embedded systems which are incorporated with
full-fledged hardware compatibility and own operating
system. Previously, the IoT nodes only collect the data
and transfer it to the cloud but now due to the system on
chip technology of end nodes, it enhances their
capability of self-computing [20].

III. MACHINE LEARNING FOR IOT

The concept of machine learning (ML) has been around
for a while. Machine learning is a sub domain of artificial
intelligence [21]. ML helps computer systems in learning
different tasks such as clustering, predictions,
classification, pattern recognition etc. The Computer
systems can be trained to analyze sample data by using
different statistical models and algorithms [22, 23].
Sample data can be characterized by its features for
measurable characteristics. The Machine learning
algorithm is used to observe the correlation between
features and output values which are also known as
labels. As the machine learns and figures out how to
identify new patterns and makes decisions on the basis
of new data. IoT systems are integrated with
autonomous manners and they need to take self-
decisions in most cases. Currently, machine learning is
the appropriate solution to IoT systems which brings
intelligence and smartness in them.
Now, latest business format requires strong IoT
connection, high privacy and security, full coverage,
extreme high dependability, and very low waiting time.
5G with AI, IoT enhanced data transfer speed, best
coverage and great flow rate, providing a solution to
businesses [24]. The structure of IoT must be highly
optimized. Flexibility, power utilizing, and solving
problems must be recognizing for effective
implementation of IoT. Flexibility problems are solved by
establishing multi-hop routing protocols occupying
greater range and are automatically modifiable [25].
The power utilizing problem is solved by using power

gathering method [26], designing power-saving MAC
[27] and cross-layer protocols. Managing large number
of IoT data of all internet connected devices is tiresome
job. Also, power efficiency of data centers need to be
examined. So to solve these problems, artificial
intelligence methods, novel fusion algorithms, ultra-
modern temporal machine learning techniques and
neural networks are necessary for autonomous decision
and power saving [25]. Security of user data is one of
the major problems in IoT structure. User data must be
protected and managed by user itself. Many
cryptographic algorithms are suggested for
authentication but they consume lot of energy [28].

Fig. 5. Applications of Machine Learning [29].

A. Supervised Learning for IoT
Supervised learning copes with regression problems
and uses algorithms like linear regression and random
forest, to deal with problems such as life experience
estimation, weather forecasting and population growth
predictions. Algorithms such as a nearest neighbor,
support vector machines, the forest can be used for
classification problems such as speech recognition, digit
recognition, and identity fraud detection and diagnostics
[8, 30, 31]. Supervised learning can be classified into
two phases namely training and testing phase. Data is
given in the training phase and has labels. The
algorithm tries to learn the relationship between Input
and labels and tries to predict the correct output value of
the data.
Supervised machine learning algorithms work on the
basis of labelled data and perform adaptive filtering,
localization, security handling, spectrum sensing and
channel estimation in IoT networks. While the
regression is used to predict the continuous numeric
data in IoT traffic for highlighting trends. SVM face the
low memory issues in the kernel which create a problem
for modeling heavy datasets. Naïve Bayes is used to
detection of spam and malware in IoT networks.
Random forest performs well for large datasets where
SVM faces issues. Random forest is also used for the
identification of valid device categories from the white
lists to pass the traffic and network data [32]. An
intrusion detection system is developed with supervised
machine learning techniques to handle unexpected
intrusions [33]. Supervised learning is also used to
examine the irregularities in IoT systems. A Neural
network is used to detect invalid data nodes in the IoT
network [34]. The Artificial neural network is used for
threat assessment and mitigation in IoT networks [35].
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B. Unsupervised Learning
Conditionality reduction problems can be solved by
unsupervised learning. It is used for feature elicitation,
data visualization or for discovering hidden structures.
Unsupervised learning is used for clustering problems
such as customer segmentation, targeted marketing and
recommendation systems. If we compare this to
supervised learning, labels are not available in
unsupervised learning which tries to identify patterns on
testing data and cluster the data for predicting future
values [36,37].

C. Semi-supervised Learning
In semi-supervised learning both labeled and unlabeled
data are used[38]. In simple terms, most of its working is
like unsupervised learning with some of the
improvements using labeled data.

D. Reinforcement Learning
In reinforcement learning problems are based on tuning
parameters and the algorithm tries to predict the output.
The output is then processed again and again till an
optimal output is obtained [39]. This learning style is
used in deep learning and neural networks [37].
Nowadays it is mainly used in AI gaming, robot
navigation, real-time decisions and skill acquisitions.

Fig. 6. Reinforcement Learning [40].

Computational power and speed are two major
parameters that need to be considered when choosing a
machine learning technique for a specific application.
For example, in real-time analysis a technique that is
fast enough to change the input data and produce the
required results on time.

IV. DEEP LEARNING FOR IOT

Internet of things raised significant challenges in the
context of data privacy and secured communication.
Deep learning has appeared as the strongest backbone
of artificial intelligence for modern systems [41]. Deep
learning is widely used in robotics, computer vision,
embedded systems and various other applications.
Deep learning provides some key benefits in
comparison to machine learning such as [42],
• No restriction on hidden layers of neural networks
• CNN and LSTM directly works with raw data
• Coping with big data challenges
Deep learning helps to efficiently analyze the huge,
complicated and complex data which is generated by
IoT infrastructure. Furthermore, deep learning helps the
IoT to understand the complicated patterns of real-time

data where machine learning stops. Deep learning
providing state of the art mechanisms for
• Device identification in heterogeneous IoT
environment via IMEI codes, images and radio
fingerprinting [43], [44]
• Efficient extraction of service fingerprints in dynamic
networks [45, 46]
• Integrity testing against hardware Trojan detection [47]
• Network behavior analysis in IoT [48]
• Federated learning for data security and privacy [49,
50]

V. CHALLENGES AND DIRECTIONS

As the IoT infrastructure is based on resource-
constrained environment with distributed and
heterogeneous nodes, it faces various challenges which
need to address such as,
• Time efficiency and Memory efficiency
• Power constraints
• Need high adaptability due to heterogeneous nature
• Heterogeneous data.

VI. CONCLUSION

Internet of things enabling future generation automated
systems with the help of various supporting
technologies such as cloud computing, fog computing,
edge computing and wireless sensor networks. IoT
systems generating sensed data in huge volume which
is also in dynamic nature like text, audio, video, images
etc and need efficient analysis for decision making. IoT
security is very critical and challenging due to its
heterogeneous environment. Machine learning and
deep learning are revolutionizing every domain and best
candidates for addressing data analysis and security
challenges in IoT. We have described the IoT with their
supporting technologies. After that, we elaborated on
the role and impact of machine learning and deep
learning in IoT. Furthermore, we highlighted the current
research challenges and future research directions.
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B. Unsupervised Learning
Conditionality reduction problems can be solved by
unsupervised learning. It is used for feature elicitation,
data visualization or for discovering hidden structures.
Unsupervised learning is used for clustering problems
such as customer segmentation, targeted marketing and
recommendation systems. If we compare this to
supervised learning, labels are not available in
unsupervised learning which tries to identify patterns on
testing data and cluster the data for predicting future
values [36,37].

C. Semi-supervised Learning
In semi-supervised learning both labeled and unlabeled
data are used[38]. In simple terms, most of its working is
like unsupervised learning with some of the
improvements using labeled data.

D. Reinforcement Learning
In reinforcement learning problems are based on tuning
parameters and the algorithm tries to predict the output.
The output is then processed again and again till an
optimal output is obtained [39]. This learning style is
used in deep learning and neural networks [37].
Nowadays it is mainly used in AI gaming, robot
navigation, real-time decisions and skill acquisitions.

Fig. 6. Reinforcement Learning [40].

Computational power and speed are two major
parameters that need to be considered when choosing a
machine learning technique for a specific application.
For example, in real-time analysis a technique that is
fast enough to change the input data and produce the
required results on time.

IV. DEEP LEARNING FOR IOT

Internet of things raised significant challenges in the
context of data privacy and secured communication.
Deep learning has appeared as the strongest backbone
of artificial intelligence for modern systems [41]. Deep
learning is widely used in robotics, computer vision,
embedded systems and various other applications.
Deep learning provides some key benefits in
comparison to machine learning such as [42],
• No restriction on hidden layers of neural networks
• CNN and LSTM directly works with raw data
• Coping with big data challenges
Deep learning helps to efficiently analyze the huge,
complicated and complex data which is generated by
IoT infrastructure. Furthermore, deep learning helps the
IoT to understand the complicated patterns of real-time

data where machine learning stops. Deep learning
providing state of the art mechanisms for
• Device identification in heterogeneous IoT
environment via IMEI codes, images and radio
fingerprinting [43], [44]
• Efficient extraction of service fingerprints in dynamic
networks [45, 46]
• Integrity testing against hardware Trojan detection [47]
• Network behavior analysis in IoT [48]
• Federated learning for data security and privacy [49,
50]

V. CHALLENGES AND DIRECTIONS

As the IoT infrastructure is based on resource-
constrained environment with distributed and
heterogeneous nodes, it faces various challenges which
need to address such as,
• Time efficiency and Memory efficiency
• Power constraints
• Need high adaptability due to heterogeneous nature
• Heterogeneous data.

VI. CONCLUSION

Internet of things enabling future generation automated
systems with the help of various supporting
technologies such as cloud computing, fog computing,
edge computing and wireless sensor networks. IoT
systems generating sensed data in huge volume which
is also in dynamic nature like text, audio, video, images
etc and need efficient analysis for decision making. IoT
security is very critical and challenging due to its
heterogeneous environment. Machine learning and
deep learning are revolutionizing every domain and best
candidates for addressing data analysis and security
challenges in IoT. We have described the IoT with their
supporting technologies. After that, we elaborated on
the role and impact of machine learning and deep
learning in IoT. Furthermore, we highlighted the current
research challenges and future research directions.
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