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ABSTRACT: The development of the cryptocurrency market and its integration into the system of economic, 
operational, financial and other processes determine the need for a comprehensive study of this 
phenomenon of particular relevance to this is the fact that in recent months, discussions on the prospects 
for legalizing the cryptocurrency market and the possibilities of using its tools in the economic activity of 
economic agents have been intensified at the state level. Despite sometimes controversial views and 
approaches that have emerged at the moment among Russian experts regarding the solution of this issue, 
the development of the crypto market is independent of its state regulation. This causes and actualizes the 
conduct of scientific research in the field of studying the main parameters and prospects for the crypto 
market development, including through the use of mathematical analysis methods. 
The paper deals with the problem of predicting the trend of financial time series using the LSTM neural 
network. The time series compiled from the BTC/USD currency pair is analyzed, the timeframe is a day. The 
authors analyzed the neural network architecture, built a neural network model taking into account the 
heterogeneity and random volatility of the time series, developed and implemented an algorithm for solving 
the problem in the Python system. For training the neural network, data for the period from 24/09/2013 to 
17/03/2019 (a total of 2002 data sets) were used. 
The experiment boils down to the fact that the constructed neural network model tries to determine the trend 
of the time series for one next timeframe. The training with a "teacher" was conducted. To determine the 
prediction error, the root-mean-square error (RMSE) was calculated. 
The research results are represented in tabular and graphical form. 
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I. INTRODUCTION 

Direct distribution networks, or multilayer perceptrons, 
have a fixed number of inputs, and each of them is 
perceived by the others as an independent [1-5]. 
However, in recurrent networks, the communication 
between neurons is not limited solely to the movement 
of information in one direction, but it is also possible to 
return the value to “myself” [6, 7]. Thus, a neuron can 
memorize information that was previously submitted to 
its input. That is why recurrent neural networks are the 
best choice for predicting time series and sequences. 
By the nature of the inputs and outputs, tasks are 
divided into five options: 
- one input, one output (one-to-one);  
- one input, sequence of outputs (one-to-many);  
- a sequence of inputs, one output (many-to-one);  
- input sequence, output sequence (many-to-many);  
- synchronized sequences of inputs and outputs 
(synchronized many-to-many). 

II. METHODS 

This paper solves the “many-to-many” regression 
problem when training with a “teacher” using the 
recurrent LSTM layer. 

Conventional recurrent networks very poorly cope with 
situations where something needs to be “remembered” 
for a long time: the influence of the hidden state or the 
input from the step number t on subsequent states of 
the recurrent network exponentially decays. That is why 
the LSTM (Long Short-Term Memory) model is used in 
this study, where an additional cell is added to simulate 
“long memory”. 

III. RESULTS AND DISCUSSION 

To construct a neural network that predicts the rate in 
the BTC /USD currency pair one day in advance, data 
from was taken [11]. 
An example of the input data is presented in Table 1. 

Input data: 
Low - the lowest price in the time period t, 
High - the highest price in the period of time t, 
Open - the opening price in the time period t, 
Close - the closing price in the time period t, 
Volume from - trading volume in bit coins in the period 
of time t,  
Volume to - trading volume in dollars in a period of time 
t. 
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Output : 
Low - the lowest price in the period of time t + 1, 
High - the highest price in the period of time t + 1, 
Close - the closing price in the time period t + 1. 
To improve the performance of neural networks, the 
authors used data normalization within [0: 1] [8]. The 
result is presented in Table 2. 
The structure of the constructed model is as follows: 
1. Input layer; 
2. Hidden LSTM - layer; 

3. Output layer 
Also, for the three models that showed the best results 
(with the smallest RMSE value), neural network training 
diagrams, and also projected data and historical data 
comparison diagrams were constructed. 
Python software and libraries such as keras, pand as, 
numpy, sklearn, matplotlib were used to build the 
network. 
To support GPU computing, data have been converted 
to float 32 format. 

Table 1: Sample input data that discloses information about the current rate of Bitcoin cryptocurrency. 
BTC/USD. 

Date time Low High Open Close Volume from Volume to 

2013-09-24 132.5 136.59 133.4 134.78 8575.98 1148734.45 

2013-09-25 134.7 138.0 134.78 135.0 9517.07 1293657.92 

... ... ... ... ... ... ... 

2019-03-16 3924.98 4069.11 3927.08 4027.01 41319.81 166216280.52 

2019-03-17 3970.97 4030.38 4027.01 3994.18 8442.71 33698596.43 

Table 2: Normalized data disclosing information about the current rate of Bit coin crypto currency, BTC/USD. 

Date time Low High Open Close Volume from Volume to 

2013-09-24 0.00218873 0.000232539 0.00113543 0.00120724 0.0157957 0.000150287 

2013-09-25 0.00230663 0.000303973 0.00120717 0.00121868 0.0176149 0.000173492 

... ... ... ... ... ... ... 

2019-03-16 0.205438 0.199462 0.198363 0.20357 0.0790897 0.02658 

2019-03-17 0.207903 0.1975 0.203558 0.201863 0.0155381 0.005362 

Table 3: Results of the 15 best experiments. 

Loss Activation Optimizer Neurons Epochs Batch_size Dropout RMSE 

logcosh relu Nadam 16 488 216 17.00 139.35 

logcosh linear Nadam 26 310 100 19.00 139.87 

mse linear Nadam 6 381 80 3.00 141.21 

mse linear Nadam 14 373 80 8.00 141.34 

mae tanh Adadelta 5 494 110 11.00 141.71 

logcosh tanh Nadam 30 382 144 0.00 142.44 

mae linear Nadam 12 455 123 4.00 142.48 

mse selu Nadam 21 231 116 1.00 142.95 

logcosh selu Nadam 8 486 115 2.00 143.25 

mse elu Nadam 22 449 144 15.00 143.39 

logcosh elu RMSprop ten 429 137 17.00 143.57 

msle linear Nadam 26 461 116 17.00 143.67 

mse tanh RMSprop 17 480 106 9.00 143.92 

msle tanh RMSprop 24 460 71 14.00 143.97 

mae relu Nadam 16 369 192 16.00 144.20 

The data obtained were divided into training and test 
samples (1600 training samples and 401 test 
samples).The training set was used to find the 
relationship between input and output variables, while 
test data were used to evaluate model performance. 
Data assignment for training and tests ones was 
performed using a random sample. 
An important task in the construction of a neural 
network is the correct selection of the loss function, 
optimizer and parameters. 
The random search method was used for the selection 
of parameters [9, 10, 12]. To estimate the reliability of 
the constructed model, the Root-Mean-Square Error 
(RMSE) was calculated [13]. 
For the selection of parameters by the random search 
method, the following elements were used: 
1. Loss function: Logcosh, MAE, MSE, MSLE. 
2. Optimizer: SGD, Adam, Adagrad, AdaDelta, 
RMSprop, Adamax, Nadam. 

3. Activation function: ELU, SELU, Softplus, Softsign, 
ReLu, Tanh, Sigmoid, Hard sigmoid, Linear. 
4. The number of neurons in the hidden layer is from 1 
to 30. 
5. The number of epochs is from 100 to 500. 
6. The amount of data in one package is from 50 to 300. 
7. Dropout is from 0 to 20. 
In total, more than 200 experiments were conducted. 
The results of the 15 best experiments are presented in 
Table 3. Fig. 1 shows the calculation error diagram for 
the test and training samples. The hyperbolic cosine 
logarithm was chosen as the approximation function, 
the number of neurons is 16, and the optimizer is 
Nadam.  It can be seen that with an increase in the 
number of iterations, the error value decreases (the 
errors for the training and test data were 
5.652479786606858e-05 and 7.527783456680481e-05, 
respectively). 
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Fig. 1. Calculation error diagram for test and training samples. 

 

Fig. 2. Charts of the lowest actual and predicted Bitcoin value against the dollar in the period from February 11, 2018, 
to March 17, 2019. 

 

Fig. 3. Charts of the highest actual and predicted Bitcoin value against the dollar in the period from February 11, 
2018, to March 17, 2019. 

Fig. 2 shows the lowest price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted value of the trained model. The hyperbolic 
cosine logarithm was chosen as the target function, the 
number of neurons in the hidden LSTM-layer is 16, and 
the optimizer is Nadam.This chart shows a high 
correlation between actual and predicted values.  

Fig. 3 shows the highest price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted value of the trained model. The hyperbolic 
cosine logarithm was chosen as the target function, the 
number of neurons in the hidden LSTM-layer is 16, and 
the optimizer is Nadam. This chart also shows the good 
prediction results of the resulting model. 



Safiullin et at.,   International Journal on Emerging Technologies    10(2a): 188-195(2019)                            191 

 

 

Fig.  4. Closing price charts for the actual and predicted Bitcoin value against the dollar in the period from 
February 11, 2018, to March 17, 2019. 

 

Fig. 5. Calculation error diagram for test and training samples. 

Fig. 4 shows the closing price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted values in the trained model. The hyperbolic 
cosine logarithm was chosen as the target function, the 
number of neurons in the hidden LSTM-layer is 16, and 
the optimizer is Nadam. This chart also shows the good 
prediction results of the resulting model. 
Fig.  5 shows the computational error diagrams for the 
test and training samples. The hyperbolic cosine 
logarithm was chosen as the target function, the number 
of neurons in the hidden LSTM-layer is 26, and the 
optimizer is Nadam. It can be seen that with an increase 

in the number of iterations, the error value decreases 
(the error for the training and test data is 
5.938153853106739e-05 and 7.912181546795182e-05, 
respectively). 
Fig. 6 shows the lowest price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted values for the trained model. The hyperbolic 
cosine logarithm was chosen as the target function, the 
number of neurons in the hidden LSTM-layer is 26, and 
the optimizer is Nadam. This chart shows a high 
correlation between actual and predicted values.  
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Fig. 6. Price charts of the lowest actual and predicted Bitcoin values against the dollar in the period from 
February 11, 2018, to March 17, 2019. 

 

Fig. 7. Charts of the highest actual and predicted Bitcoin value against the dollar in the period from 
February 11, 2018, to March 17, 2019. 

 

Fig.  8. Closing price charts of the actual and predicted Bitcoin value against the dollar in the period from February 
11, 2018, to March 17, 2019. 

Fig. 7 shows the highest price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted value of the trained model. The hyperbolic 
cosine logarithm was chosen as the target function, the 
number of neurons in the hidden LSTM-layer is 26, and 
the optimizer is Nadam. 

Fig. 8 shows the closing price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted values of the trained model. The hyperbolic 
cosine logarithm was chosen as the target function, the 
number of neurons in the hidden LSTM-layer is 26, and 
the optimizer is Nadam. 
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Fig. 9. Calculation error diagram for test and training samples. 

 

Fig. 10. Charts of the lowest actual and predicted Bitcoin value against the dollar in the period from February 11, 
2018, to March 17, 2019. 

Fig. 9 shows the calculation error diagram for the test 
and training samples. The root mean square error 
function was chosen as the target function, the number 
of neurons in the hidden LSTM layer is 6, and the 
optimizer is Nadam. It can be seen that with an increase 
in the number of iterations, the error value decreases 
(the error for the training and test data is 
0.0001121440253390141 and 
0.00014266766753280537, respectively).  
Fig. 10 shows the lowest price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted values of the trained model. The root mean 
square error was chosen as the target function, the 
number of neurons in the hidden LSTM layer is 6, and 

the optimizer is Nadam. This chart shows a high 
correlation between actual and predicted values. 
Fig. 11 shows the highest price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted values of the trained model. The root mean 
square error function was chosen as the target function, 
the number of neurons in the hidden LSTM layer is 6, 
and the optimizer is Nadam. 
Fig. 12 shows the closing price charts in the period from 
February 11, 2018, to March 17, 2019, and the 
predicted values of the trained model. The root mean 
square error function was chosen as the target function, 
the number of neurons in the hidden LSTM layer is 6, 
and the optimizer is Nadam. 
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Fig. 11. Charts of the highest actual and predicted Bitcoin values against the dollar in the period from 
February 11, 2018, to March 17, 2019. 

 

Fig. 12. Closing price charts of the actual and predicted Bitcoin value against the dollar in the period from February 
11, 2018, to March 17, 2019. 

IV. SUMMARY 

We can draw the following conclusions from the 
experiments: 
- the constructed recurrent neural network is well suited 
for predicting the price in the BTC/USD currency pair 
(this follows from the “RMSE” column of Table 1 and the 
charts of the predicted and actual value for the 
BTC/USD currency pair); 
- error levels in the training and validation samples show 
that the model predicts actual data well. 

V.  CONCLUSIONS 

The proposed method coped well with the task.  
The author has considered the task of predicting the 
exchange rate for the BTC/USD currency pair with a 
daily time frame. A recurrent neural model with one 
hidden LSTM-layer was constructed, and parameters 
were selected using a random search method. 

The research results are presented in tabular and 
graphical form. 
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