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ABSTRACT: Queries are generally short, vague and contains fewer information about the documents. 
Therefore retrieval of relevant documents from short query is a tedious task. Another issue in Information 
Retrieval (IR) is problem of term mismatch. Thus degrades the performance of any retrieval system. A 
number of methods have been developed in order to enhance the performance of IR system. One of these 
methods is query expansion. Query Expansion is used to reduce problem of word mismatch. The proposed 
method uses two query expansion model Bo1 and Bo2 based on pseudo relevance feedback and tries to find 
the optimum number of document and term for which the system perform better. The proposed model 
ascertains that retrieval system performs better when expansion documents and terms are 8 and 15 
respectively.        

Keywords: Query Expansion, Pseudo Relevance Feedback, FIRE, Terrier 3.5, Information Retrieval.  

Abbreviations: TF-IDF, Term frequency Inverse document frequency; DFR, Divergence from Randomness; FIRE, 
Forum for Information Retrieval; Bo1, Bose Einstein 1; Bo2, Bose Einstein 2; P@10, Precision at 10 documents; 
P@20, Precision at  20 documents.    

I. INTRODUCTION  

The goal of IR models is to retrieve and rank the 
relevant documents from a large collection of 
documents. Boolean models, Vector Space Model, 
Probabilistic models and Language models have been 
developed to retrieve and rank the relevant documents. 
Vector space and probabilistic retrieval models give 
significantly good result as compared to Boolean 
retrieval models [1]. Normally user query uses on an 
average two to three words, and this makes it difficult to 
formulate user’s need. User query containing the word 
“Alebert Einstein” does not provide the user intention 
whether he wants to search Albert Einstein biography, 
research or any other thing related to Albert Einstein. 
This may retrieve documents that might be irrelevant. 
Query expansion is a technique which improves the 
performance of IR system [2]. Query expansion 
technique suggests some additional words so that 
additional documents which are relevant but left out are 
to be retrieved. Polysemy and synonyms is another 
problem for retrieval systems [3]. For example “Chips 
price” does not describe whether “chips” refers to the 
computer chips or edible chips. These shortcomings of 
the retrieval model lead to use of various natural 
language processing techniques. Query expansion 
techniques is broadly divided into two categories Global 
and Local method. 
In global method query expansion terms are expanded 
or reformulated independent of the original query. To 
reformulate the query new query words are added that 
have semantically same meaning as the original query 
words. Global methods include synonyms search, use 

of thesaurus like WordNet or query expansion using 
automatic generated thesaurus. Local methods include 
Pseudo relevance feedback and Indirect relevance 
feedback. According to 29.3% of the total searchers on 
the internet add one or more than one keyword and 
32.5% repeat their query to find the relevant documents 
[4]. Several query expansion approach including 
relevance feedback, query filtering, interactive query 
filtering and result re-ranking and clustering techniques 
have been developed [5]. In this regard, query 
expansion reduces the word mismatch problem by 
expanding the highly correlate terms or the terms that 
poses some statistical relationship. To find such 
correlations between terms, a number of statistical 
measures, have been proposed, such as term Co-
occurrence measures or lexical Co-occurrence 
measures [6, 7]. 
This paper is arranged as follows. Section II discusses 
related work regarding to query expansion. Section III 
discusses the material and methods for the query 
expansion. Section IV explores result discussion and 
finally Section V concludes the article and section VI 
discusses future scope of the article.    

II.  RELATED WORK 

Query Expansion technique removes the ambiguity 
which exists in the user’s need and hence it improves 
the performance [5]. Semantic approach is another 
technique for query expansion because TF-IDF 
measure does not resolve the problem of semantics of 
the query. Expansion terms are created based on the 
grammatical relation between original query terms and 
their meaning of the term in the information space [8, 9].  
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WordNet is used for implementing semantic approaches 
[10]. Ontology  is another semantic based approach 
which deals with domain specific knowledge [11]. 
Suggested ontology heredity concept to find the 
expansion terms by calculating the similarity between 
ontology and query words [12]. Alqadah and Bhatnagar 
(2011) data mining technique along with ontology to find 
the pattern on the query terms [13].  
These methods suffer from vocabulary mismatch 
problem. To minimize the vocabulary mismatch, 
researcher proposed Latent Semantic Indexing (LSI) 
[14], Probabilistic Latent Semantic Analysis (pLSI) [15]  
and Latent Dirichlet Allocation(LDA) [16] method to find 
the semantic term of the query term to expand the 
original query. To compute the semantic terms 
Sergienko et al., (2016)  suggested the word embedding 
concept [17]. Word embedding is used in GloVe and 
Word2vec [18-19]. A model was proposed which 
process a random walk on Markov chain between the 
terms and the documents [20]. If two terms occurs in the 
same documents then they might be strongly correlated 
to each other [21, 22]. Shaalan et al., (2012) used 
expectation maximization algorithm for query expansion 
[23]. Bai  et al., (2007) proposed query expansion using 
association rule mining [24]. Probabilistic approach used 
probabilistic distribution of terms in which terms with 
highest probability terms are considered as expansion 
terms [25]. Metzler and Croft proposed query expansion 
using multi-term concept. In this approach they used 
Markov Random Field model to select both multi-term 
and single-term concepts [26]. Dalton et al., (2014) 
proposed a technique using entity names, aliases and 
categories and a number of methods of linking these 
entities to the query for query expansion [27]. 
In this paper we are trying to find the optimum value of 
documents and terms for query expansion using pseudo 
relevance feedback based on Bo1 and Bo2 model. This 
paper gives an empirical result based on these models 
which finds the optimum value that can be maximized.  

III. MATERIALS AND METHODS 

A number of query expansion methods have been 
developed to enhance the performance of the IR 
system. Rocchio algorithm [28] is one of the oldest 
method for query expansion using relevance feedback. 
It was developed using vector space model. This 
algorithm adjusts the weights of the documents. In this 
approach coordinates for the modified vector is adjusted 
either closer, or farther away, from the centroid of the 
document collection. The modified vector coordinates is 
being closer to the centroid of relevant documents if the 
weight is increased for relevant documents. Pseudo 
relevance feedback based on Bo1 [29] model is one of 
the stable DFR term weighting model. In Bo1 model the 
weight of the term “t” is given by 

                 ����� = �� .  log
����

��

+ log�1 + ���           (1) 

where we(t) is the weight of the term “t” and tf is the 
term frequency of the query in top-ranked documents. 
�� is equal to F/N, where F represents frequency of the 
query term in the collection and N represents the 
number of documents in the collection.  

 

Fig. 1. Optimal Query Expansion Using Bo1 and Bo2 
model. 

While in Bo2 model [31] the weight of the term “t “is 
given by 

         ����� = − log
�

���
− ���|���_��. log

�
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              (2) 
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and top_D is the top ranked documents for the given 
query. The proposed method uses these two equations 
based on Bo1 and Bo2 model to find the optimum value 
of expansion documents and terms respectively. 

Algorithm 1 Optimal QE using Bo1 and Bo2 model 
1. Make a vector for user query as query vector. 
2. Perform pre processing on the query and the 
document i.e. remove stop words.  
3. Rank the documents containing query vector using 
Inverse Document Frequency model with Laplace and 
normalization of 2(InL2). 
4. Apply Pseudo relevance feedback to extract top “k” 
ranked documents. 
5. From Equation 1 and 2 use either Bo1 or Bo2 model 
to weight a term. 
6. Expand the query by top “m” weighted terms. 
7. Empirically observe the result and find optimum value 
of “k=d” and “m=optn”. 
8. Expand the query by adding “optn” number of terms 
using either Equation 1 or 2. 
9. Return expanded query. 

Optimal Query expansion using Bo1 and Bo2 model is 
shown in algorithm 1. 
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IV. RESULTS AND DISCUSSION 

The performance of the retrieval system can be 
described by precision and recall. For a given collection 
of documents C precision and recall is given by 

Precision =
|8 ∩ :|

|:|
  

and  Recall =
|8∩:|

|8|
 

where = ⊆ ? and A ⊆ ?  are the collection of retrieved 
documents and is collection of relevant documents 
respectively. Whereas mean average precision(MAP) is 
given by  

       B=C =
�

|�|
 ∑

�

,E

|�|

FG�
∑ Precision�HFI�

,E

IG�
 

where (d1, d2, d3,……. J,E
) is the set of relevant 

documents for any given query qj ∈Q and Rjk is the 
collection of ranked retrieval results from the top result. 
|Q| indicates total available queries. The experiment has 
been performed on Forum for Information Retrieval 
Evaluation (FIRE) collection [30] English dataset using 
Terrier 3.5 search engine. Terrier provides indexing, 
retrieval and evaluation on English and other language 
documents. The experiment has been performed on 50 
queries. The topic file contains the following tag format 
 <topics> <top>  
<num>26</num>  
<title>Singur land dispute</title>  
<desc>The land acquisition policies of the Left parties in 
Singur and the protest of Bhumi Ucched Protidrodh 
Committee against this policy.</desc> 
<narr>Relevant documents should contain information 
regarding the acquisition of agricultural land for 
industrial growth in Singur, the territorial battle between 
the Left Parties an opposition parties ,the brutal killing of 
the innocent people and the protests and the criticism 
by people from different sections of society.</narr>  
</top></topics>   

In FIRE Collection Terrier processed the queries by 
Short queries (title only) and Long queries (title, 
description and narration). We have performed the 
experiment for Short and Long queries. In this 
experiment we have fixed the number of expansion 
terms at 10 and 15 and by varying number of top “k” 
documents at 3, 5, 8, 10, 50 and 100. The following 
tables show the performance of the system when query 
expansion is applied by using 10 terms and 15 terms on 
short and long queries. After analyzing the tables we 
observe that system performs well when expansion 
documents and expansion terms are 8 and 15 
respectively in both Bo1 and Bo2 model. But Table 7 
shows that system performs better when we processed 
the query using title field only i.e. on short query 
compared to the long query(title, description and 
narration). From Table 7 it is cleared that mean average 
precision for short queries is 0.5657 compared to long 
queries 0.5640 shown in Table 8. Bo2 model 
outperforms for short queries over long queries when 
we fix expansion documents and expansion terms to 8 
and 15 respectively. But from Table 3 and 4 it is cleared 
that in case of Bo1 model long queries performs better 
than short queries when documents are 8 and 
expansion terms are 15. If we compare the result in Bo1 
model and Bo2 model then we conclude that for short 
queries Bo2 model performs better than Bo1 model but 
for long queries Bo1 model perform better than Bo2 
model in case(D=8 and T=15).If overall comparison is 
made then we find that Bo2 model better  performs for 
short queries than Bo1 model for short queries and long 
queries. 
Hence from the above discussion we can say that for 
this dataset optimum value of documents and expansion 
terms are 8 and 15 respectively for both Bo1 and Bo2 
model.  

Table 1: QE Using Bo1 on Short query when Expansion term = 10. 

Performance of QE using Bo1 on Short Queries when Expansion Term=10 

 Exp.d=3 Exp.d=5 Exp.d=8 Exp.d=10 Exp.d=50 Exp.d=100 

No. of 
Queries(N) 

50 50 50 50 50 50 

Retrieved 50,000 50,000 50,000 50,000 50,000 50,000 

Relevant 3779 3779 3779 3779 3779 3779 

Relevant 
Retrieved 

3530 3536 3538 3535 3540 3536 

MAP 0.5566 0.5549 0.5573 0.5537 0.5288 0.5180 

R  Precision 0.5429 0.5449 0.5425 0.5357 0.5124 0.5080 

P@10 0.7300 0.7280 0.7120 0.7220 0.6880 0.6760 

P@20 0.6790 0.6750 0.6740 0.6690 0.6520 0.6390 

Table 2: QE Using Bo1 on Long query when Expansion term = 10. 

Performance of QE using Bo1 on Long Queries  when Expansion Term=10 

 Exp.d=3 Exp.d=5 Exp.d=8 Exp.d=10 Exp.d=50 Exp.d=100 

No. of Queries(N) 50 50 50 50 50 50 

Retrieved 50,000 50,000 50,000 50,000 50,000 50,000 

Relevant 3779 3779 3779 3779 3779 3779 

Relevant Retrieved 3560 3564 3579 3578 3584 3574 

MAP 0.5333 0.5474 0.5557 0.5550 0.5326 0.5100 

R  Precision 0.5221 0.5310 0.5349 0.5355 0.5187 0.4991 

P@10 0.7400 0.7420 0.7560 0.7520 0.7320 0.7100 

P@20 0.6700 0.6910 0.7000 0.6880 0.6700 0.6480 
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Table 3: QE Using Bo1 on Short query when Expansion term = 15. 

Performance of QE using Bo1 on Short Queries when Expansion Term=15 

 Exp.d=3 Exp.d=5 Exp.d=8 Exp.d=10 Exp.d=50 Exp.d=100 

No. of Queries(N) 50 50 50 50 50 50 

Retrieved 50,000 50,000 50,000 50,000 50,000 50,000 

Relevant 3779 3779 3779 3779 3779 3779 

Relevant Retrieved 3539 3542 3543 3547 3556 3544 

MAP 0.5603 0.5638 0.5619 0.5586 0.5319 0.5195 

R  Precision 0.5455 0.5472 0.5442 0.5395 0.5154 0.5067 

P@10 0.7240 0.7320 0.7200 0.7240 0.6820 0.6720 

P@20 0.6850 0.6830 0.6800 0.6660 0.6510 0.6420 

Table 4: QE Using Bo1 on Long query when Expansion term = 15. 

Performance of QE using Bo1 on Long Queries when Expansion Term=15 

 Exp.d=3 Exp.d=5 Exp.d=8 Exp.d=10 Exp.d=50 Exp.d=100 

No. of Queries(N) 50 50 50 50 50 50 

Retrieved 50,000 50,000 50,000 50,000 50,000 50,000 

Relevant 3779 3779 3779 3779 3779 3779 

Relevant Retrieved 3560 3564 3579 3579 3586 3575 

MAP 0.5335 0.5474 0.5558 0.5554 0.5330 0.5102 

R  Precision 0.5230 0.5309 0.5357 0.5354 0.5186 0.4989 

P@10 0.7400 0.7420 0.7540 0.7520 0.7300 0.7120 

P@20 0.6710 0.6910 0.6990 0.6880 0.6700 0.6480 

Table 5: QE Using Bo2 on Short query when Expansion term = 10. 

Performance of QE using Bo2 on Short Queries when Expansion Term=10 

 Exp.d=3 Exp.d=5 Exp.d=8 Exp.d=10 Exp.d=50 Exp.d=100 

No. of Queries(N) 50 50 50 50 50 50 

Retrieved 50,000 50,000 50,000 50,000 50,000 50,000 

Relevant 3779 3779 3779 3779 3779 3779 

Relevant 
Retrieved 

3563 3567 3564 3557 3543 3520 

MAP 0.5546 0.5497 0.5603 0.5594 0.5262 0.4925 

R  Precision 0.5407 0.5351 0.5467 0.5413 0.5128 0.4825 

P@10 0.7200 0.7360 0.7360 0.7400 0.6940 0.6640 

P@20 0.6690 0.6690 0.6710 0.6680 0.6510 0.6090 

Table 6: QE Using Bo2 on Long query when Expansion term = 10. 

Performance of QE using Bo2 on Long Queries when Expansion Term=10 

 Exp.d=3 Exp.d=5 Exp.d=8 Exp.d=10 Exp.d=50 Exp.d=100 

No. of Queries(N) 50 50 50 50 50 50 

Retrieved 50,000 50,000 50,000 50,000 50,000 50,000 

Relevant 3779 3779 3779 3779 3779 3779 

Relevant 
Retrieved 

3583 3583 3593 3602 3576 3539 

MAP 0.5420 0.5564 0.5632 0.5572 0.5251 0.4901 

R  Precision 0.5285 0.5382 0.5414 0.5394 0.5136 0.5811 

P@10 0.7360 0.7400 0.7520 0.7360 0.7160 0.7000 

P@20 0.6810 0.6940 0.6960 0.6900 0.6630 0.6390 

Table 7: QE Using Bo2 on Short query when Expansion term = 15. 

Performance of QE using Bo2 on Short Queries when Expansion Term=15 

 Exp.d=3 Exp.d=5 Exp.d=8 Exp.d=10 Exp.d=50 Exp.d=100 

No. of Queries(N) 50 50 50 50 50 50 

Retrieved 50,000 50,000 50,000 50,000 50,000 50,000 

Relevant 3779 3779 3779 3779 3779 3779 

Relevant 
Retrieved 

3563 3571 3573 3569 3560 3524 

MAP 0.5613 0.5594 0.5657 0.5644 0.5286 0.5020 

R  Precision 0.5463 0.5450 0.5502 0.5463 0.5073 0.4852 

P@10 0.7280 0.7360 0.7320 0.7360 0.7180 0.6580 

P@20 0.6710 0.6790 0.6700 0.6750 0.6500 0.6120 
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Table 8: QE Using Bo2 on Long query when Expansion term =15. 

Performance of QE using Bo2 on Long Queries when Expansion Term=15 

 Exp.d=3 Exp.d=5 Exp.d=8 Exp.d=10 Exp.d=50 Exp.d=100 

No. of Queries(N) 50 50 50 50 50 50 

Retrieved 50,000 50,000 50,000 50,000 50,000 50,000 

Relevant 3779 3779 3779 3779 3779 3779 

Relevant 
Retrieved 

3582 3583 3594 3602 3575 3540 

MAP 0.5416 0.5571 0.5640 0.5579 0.5244 0.4906 

R  Precision 0.5280 0.5386 0.5412 0.5407 0.5138 0.4826 

P@10 0.7360 0.7400 0.7540 0.7340 0.7180 0.7000 

P@20 0.6810 0.6950 0.6970 0.6900 0.6610 0.6380 

V. CONCLUSION 

This paper explores query expansion techniques. We 
have tried to find the value of documents and terms 
respectively for which system performs well on this 
dataset. It is observed that Bo1 model and Bo2 model 
performs better when documents and expansion terms 
are 8 and 15 respectively. The mean average precision 
was 0.5657 in the case of Bo2 model when queries 
were processed using title field only and documents and 
terms were 8 and 15 respectively. Empirical results 
show that optimum number of query expansion 
documents and terms for both Bo1 and Bo2 model is 8 
and 15 respectively for the dataset in study. However 
this value might be varied for other dataset.    

VI. FUTURE SCOPE 

In future we will try to implement query expansion 
technique using various machine learning techniques.  
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