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ABSTRACT: Human Activity Recognition aims in recognizing and interpreting the activities of human 
automatically from videos. In general, the major issues of Human Activity Recognition are dynamic 
backgrounds, similar action recognition, dyadic human interaction recognition, incremental learning etc. 
Among these issues, identifying the interactions of human within minimal computation time and reduced 
misclassification rate is a cumbersome task. Hence, a Dyadic Human Interaction Recognition system is 
proposed in this paper that utilizes a multi-layer 3D CNN and a kernel-based rv-tSNE transformation 
algorithm for better classification. Preprocessing techniques like gray scale conversion, pixel normalization, 
and one-hot encoding have been deployed to handle enormous amount of irregularities in the dataset. The 
model is trained using multi-layer 3D Convolution Neural Networks (CNN). Additionally, a transformation 
model named kernel-based rv-tSNE has been incorporated for dimensionality reduction and easier 
visualization of the data. The requirement of the transformation module is justified by comparing the end 
results of the system with and without the transformation algorithm. The results demonstrate that the 
proposed system recognizes the interactions of human with reduced misclassification rate and minimal 
processing time compared to the benchmarking datasets for various interactions. The proposed system 
achieves 94.78% and 93.394% for SBU kinect interaction dataset and for the newly recorded AU-Interaction 
dataset respectively .The proposed system finds its applications in sports event analysis, video surveillance, 
content-based video retrieval, robotics and others. 

Keywords: Human Activity Recognition; Convolution Neural Networks; multi-layer3D Convolution Neural Networks; 
Stochastic Neighbor Embedding; t-Stochastic Neighbor Embedding; kernel-based rv-tSNE 

Abbreviations: HAR, Human Activity Recognition; CNN, Convolution Neural Networks; DHIR, Dyadic Human 
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I. INTRODUCTION 

In recent times, it has been found that Human Activity 
Recognition (HAR) is playing an indispensable role in 
various essential domains like surveillance, video 
annotation, video indexing, and robotics [1]. The 
intention of activity recognition is an automated 
interpretation of ongoing events that are captured in a 
video. Understanding and identifying the activities of 
human enable us to extend the system to many 
important applications such as robots training, abnormal 
event recognition, vandalism detection, fall detection, 
and so on. The automatic detection of human activity 
from the video is not limited to detecting the abnormal 
activity in surveillance, ATM fraud detection, and 
abnormal crowd behavior. It can be applied to even 
behavioral biometrics that involves understanding 
methods and their algorithms to identify he humans 
uniquely based on their behavioralcues. 
In general, an activity recognition system analyzes the 
extracted key frames to learn about the paradigm for 
each activity and uses these patterns for recognizing the 
activity during testing. The early handcrafted features [2] 
[3] make use of shape features, texture features, spatio-
temporal features, silhouette features, and given to the 
classifier for training with the features obtained. Though 

the features can be extracted automatically, they are 
dataset dependent and cannot be applied to real-world 
problems. Thus, deep learning based approaches can 
be adopted for better solution. 
Deep learning [4, 5] is arising as a family of learning 
models in recent times due its ability of learning highly 
discriminative features. The most popular learning 
models are Recurrent Neural Network (RNN) [6-8], 
Convolutional Neural Network(CNN) [9], Deep Belief 
Network (DBN) [10, 11], and so on. The shifting 
paradigm from handcrafted features to deep learning 
features led to various advantages such as pulling out 
high-level features, learning complex information from 
raw data without much preprocessing. It is gaining much 
attention nowadays, as it takes advantage from 
unlabeled data, building distributed representation, and 
learning high-level complex data. The main challenge in 
incorporating deep learning technology is its complex 
hyper parameters, local minima, stochastic gradient 
descent performance, over fitting, and massive amount 
of training data [12]. Hence in this paper, the deep 
learning based approach is incorporated by overcoming 
these challenges.  
As hierarchical level approaches have been exhibited to 
outperform the single-level approach, the proposed 
system utilizes the hierarchical level approach. In order 
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to provide a robust framework of the Dyadic Human 
Interaction Recognition (DHIR) system that can 
recognize the out-of-sample interactions and to reduce 
the processing time, a multi layer 3D CNN with kernel-
based rv-tSNE architecture is proposed. The proposed 
system takes video as input and performs 
preprocessing techniques like grey scale conversion, 
pixel normalization, and one-hot encoding. The 
preprocessed input is given to the proposed multi-layer 
3DCNN for recognizing the interactions. The robustness 
of the proposed system is validated by creating and 
testing using a new dataset named AU-Interaction 
dataset. 
The main contribution of this paper is the development 
of multi-layer 3D CNN that automatically takes in the 
spatio-temporal orientation of two humans and classifies 
their actions as activities and further more classifies it as 
interaction in one go, optimizing the space and time 
complexity by scaling down the dimensionality of frames 
using kernel based rv-tSNE. 
This paper is structured as follows. Section II depicts the 
survey of previous works. Section III discusses the 
complete system development with a detailed 
description of the algorithms used along with 
implementation details. Section IV highlights the results 
and experimental evaluation, which is followed by the 
conclusions drawn from the work besides exploring 
future work in Section V. 

II. RELATED WORKS 

Several HAR systems are proposed for CNN as well as 
deep learning. In the existing architecture for traditional 
neural networks, each input layer is mapped to all the 
hidden layers and the hidden layer maps to the output 
layer. Here, the image is made into one-dimensional 
array and fed as input for the neural network. The 
limitation is that it cannot incorporate spatial 
dimensions. The interconnection between all nodes 
make the network computationally expensive. 
Convolutional Neural Network [9] can solve this problem 
by using convolution and pooling layers. Image 
classification (2012) [14] is the first achievement of deep 
learning based CNN in computer vision. An efficient 
model is trained with 1.2 million images to group into 
1000labels and it is two-dimensional which cannot be 
used for videos, as it has an additional z-axis named 
temporal axis. So 3d-CNN is availed where three 
dimensional kernel is convolved transversely in all three 
axis. However, the research on video-based HAR is not 
explored much due to challenges in processing 
temporal information from the video stream. This section 
shows how different methodologies are incorporated in 
video-based HAR based on processing color videos [4]. 
Discriminative features are extracted from the raw 
inertial data, which is a critical and challenging task for 
HAR [15].Most of the existing work depends on heuristic 
handcrafted features, which are also known as shallow 
features .Ensemble classification methods [16], which 
blend multiple learning algorithms, can achieve better 
ecognition rate. Jalal et al., [17] and Lin et al., [18], for 
example, combine decision trees, multilayer perceptron, 
and logistic regression for HAR. 

As 2D CNN [19] yields either spatial or temporal 
features, 3D CNN [20] makes use of both 
spatiotemporal features. But, it requires large number of 
training samples. In the CNN based method [19], the 
spatial and temporal information are captured in 
separate CNN and fused to recognize the actions. This 
system does not take pooling into account. Mo et al. [21] 
applied additional maxpooling layers after feature 
detection from the raw input to produce scale invariant 
features, which is then introduced to a 1024 neuron 
hidden layer to merge features from multiple channels, 
and another additional soft-max layer to generate the 
classification result. Baccouche et al., [22] and Chen et 
al. [23] both use CNNs with multiple iterations of 
convolution and subsampling layers, or convolution and 
pooling layers being applied for feature extraction. 
Some authors have claimed that ensemble learning [39] 
for feature selection will increase the accuracy. 
Temporal 3D ConvNet [24] is employed to make use of 
the temporal cues for action recognition. The 
computational complexity of two-stream CNN [21] is 
reduced by incorporating the motion vector [25] in video 
stream instead of optical flow and then it is trained using 
CNN for recognizing the actions. A dense 
correspondences between RGB image and a surface-
based representation [26] of the human body is 
established and then trained the system using CNN for 
final recognition. Recognizing action is performed by 
intricately fusing CNN and LSTM [27]. A deep learning 
framework is developed with temporal scale invariant 
features [28] by drawing out spatial and motion features 
with the help of two CNN. The convolutional fusion layer 
reveals information about the association between 
features. Action recognition is performed by combining 
the prediction score and linear weight summation of 
LSTM network. A deeply coupled ConvNet [39] for 
human activity recognition that utilizes the RGB frames 
at the top layer with bi-directional long short-term 
memory (Bi-LSTM) is developed for better recognition. 
Skeleton analysis and RGB data streams [40] is 
combined and processed together to improve the 
recognition rate.  
A three-stream CNN [29] is developed with sequential 
deep trajectory descriptor for recognizing actions. Here, 
CNN is employed to identify spatial features and LSTM 
for temporal features. Gowda [10] demonstrates activity 
recognition using a method based on DBNs. A deep 
hybrid feature model [11] is dealt using unsupervised 
training. This takes both local and deep feature models. 
Semisupervised learning is combined with active 
learning to reduce the manual class labeling of incoming 
videos. The main advantage is that it handles 
continuous video streams. A combination of deep belief 
network, which combines a modified version of weber 
descriptor and local binary patterns (LBP) descriptor is 
used by Gowda [10]. The extracted features are fed into 
CNN for labeling the actions. Human activity from 
continuously streaming videos is detected by binding 
deep learning networks and active learning. Multi-
Modality Multi-Task Recurrent Neural Network (MM-MT 
RNN) [30] incorporates both RGB and Skeleton 
networks to recognize the actions. Two-Level Fusion 
Strategy [31] is employed to combine features from high 
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level handcrafted strategy and machine learning 
techniques to address the problem of large variety of 
actions. 

III. PROPOSED DHIR SYSTEM 

The survey results in the succeeding issues. 
•Though state-of-art techniques possess higher 
accuracy, they exhaust a large amount of computational 
resources. 
• The prevailing techniques use high-end handcrafted 
features to build a model, which will be extremely 
difficult to carry out in the real- world. 
• The prevalent transformation algorithms could not 
resolve data variance, data crowding, and data 
discrimination problems precisely. 
• There is a sharp difference in error that occurred in the 
training data set and the error encountered in anew 
unseen data set. 
To resolve the above aforementioned issues, a Dyadic-
Human Interaction Recognition (DHIR) system is 
developed by scaling down the dimensionality of frames 
using kernel-based rv-tSNE and also flawlessly 
predicting the interactions of human by utilizing the 
principle of deep learning. The initial preprocessing 
consists of key frame extraction, gray scale con version, 
pixel normalization, and one-hot encoding. The 
preprocessed image is given to the multilayer 3D CNN 
for model construction. The major issues in deep 
learning are the computational time needed for training 
and to know what is going on inside the model. This can 
be solved by giving the feature map to the 
transformation module before the dense layer for ease 
of computation and better visualization. The entire 
system is made adaptive to handle the data, that is, out-
of-sample training by extensively tuning the parameters.  

A. Preprocessing module 
In the preprocessing module, video is given as input and 
it does key frame extraction, grayscale conversion, pixel 
normalization, and one-hot encoding. Initially, the 
frames are extracted from the video using set fps. Then 
on the extracted frames, grayscale conversion [32] is 
done to convert the number of channels from 3 to 1 for 
easier processing and less complexity.  

 

Fig. 1. Pre-processing Module. 

 

The gray scale converted frames are then resized by 
pixel normalization [33], as all the frames are in different 
dimensions and it is required to maintain same 
dimensions. Finally, one-hot encoding is performed and 
it is passed into multi-layer 3D CNN and the output of 
preprocessing module is shown in Fig. 1. 

B. Multi-layer 3D CNN model construction 
CNN is best suited for video recognition tasks. Hence, a 
multi-layer 3D CNN is designed and constructed in this 
paper. The 3D convolution formula is defined as shown 
in equation1. 
���� � ��∑ ∑ ∑ 
�� ������������������ � �                     (1) 

where babt is a feature map value at (a,b,t), f is the 
activation function, wijk is kernel weight and v 
(a+i)(b+j)(t+k) is an input value at (a+i, b+j, t+k).This 
results in learning in the particular spatial region.3D 
CNN utilize both spatial and temporal features, whereas 
multi-layer 3D CNN, after the first convolutional layer, 
only the spatial dimensions are downsized retaining the 
temporal information for the deeper layers. This is done 
so the intrinsic movement of the human is captured 
correctly thus resulting in high recognition accuracy. 
Network architecture: Designing neural network is 
time consuming and difficult because of its complex set 
of hyper parameters and the synergy between them. 
The optimal network architecture may be different for 
different datasets and even for different subsets. Thus, 
the architecture is selected based on own experiments 
with data in hand.  
Base model network architecture: The network 
architecture for the base model consists convolution, 
maxpooling and softmax classification layer. These 
convolution layers are generated with 16, 64, and 256 
filters respectively. The kernel size is chosen as 5 × 1 × 
1 and 3 × 1 × 1. Small kernels are chosen as it is proven 
efficient with deep architectures. Each of the convolution 
is followed by a max pooling layer to reduce the spatial 
and temporal dimensions to half. The graph constructed 
for the base model as shown in Fig. 2 clearly depicts the 
overfitting problem and there is a need to overcome this 
by enhancing the model, which  is discussed below. 

 

Fig. 2. Base model learning graph. 

Multi-layer 3D CNN Model: The network architecture of 
the multi-layer 3D CNN Model consists of convolution 
layer, statistics pooling, kernel-based rv-tSNE and 
softmax classification layer. Since the base model 
designed was observed to be overfitted and having 
high-dimensional data points, which are difficult for 
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visualization, a multi-layer 3D CNN with transformation 
using kernel-based rv-tSNE is proposed.  
In model construction, after convolution layer, statistics 
pooling is performed with the following equation 2, 
equation 3, and equation 4. 
µ�  � �����∑ ���� ��)                                                 (2) 

��  � ����∑ ���� ��)                                                     (3) 

 ! � "#�"�������$µ�  ,��  &                                          (4) 

Where µu, σu, and   !  are the mean, standard deviation 
and final statistics pooling output vector. The vector is 
flattened and it is given to kernel-based rv-tSNE which 
is explained in detail in below section. Dropout [34] is 
adopted to hinder overfitting and transformation is 
applied after a dense layer. In Dropout, a part of the 
neurons are withdrawn from active service. This causes 
the networks to utilize and rejuvenate the weights of 
residue neurons. The dropout is applied to the fully 
connected layers. In addition, it incorporates NADAM as 
an optimizer in place of ADAM. The default values in 
keras for ADAM optimizer learning rate is 0.001, 
whereas it is 0.002 for NADAM and also there is a 
scheduled decrease in the learning rate. The learning 
model obtained for both SBU kinect interaction dataset 
and AU Interaction dataset is shown in Fig. 3. 
kernel-based rv-tSNE: As fully connected layers have 
hundreds of neurons, the dimensionality reduction 
technique is adopted to visualize these features. The 
major issues that affect the performance of the system 
are computational complexity, data variance, data 
discrimination, and data crowding problem. Hence, a 
kernel-based rv-tSNE is proposed to overcome these 
issues. The videos are passed through multi-layer 3D 
CNN and the output is extracted before the dense layers 
of the network architecture and utilized for visualization.  

 

Fig. 3. Proposed model learning graph. 

SNE[35] is a leading dimensionality reduction algorithm 
that utilizes pairwise Euclidean distance between data 
points for converting higher dimensional data points to 
lower dimensional data points using conditional 
probability distribution. The higher dimensional 
representation is calculated as equation 5. 

'�(|*� � +,- �.|/�0.�1 /|2  /4502�
∑ +,- �.|/�0.�1 /|2  /4502�670

                                     (5) 

 

Where  ��4  is the Gaussian variance. The low 
dimensional equation is calculated as in equation 6. 

8�(|*� � +,- �.|/�0.�1 /|2  /4502�
∑ +,- �.||�0.�6 ||2  /4502�670

                                     (6) 

SNE computes the optimum low-dimensional B by 
diminishing C(B) and it is given by equation 7.  
C�B� � ∑ ;<�=�� ||>�� � ∑ '�|� ?@AB1|0

C1|0
�,�                             (7) 

But the computational cost of SNE is high and it is 
negatively impacted by the crowding problem. This 
problem is alleviated by another variant of SNE named 
t-SNE [36]. It utilizes the joint probability distribution in-
contrast to SNE as equation 8. 

'�� � +,- �.|/�0.�1 /|2  /4502�
∑ +,- �.||�6.�D ||2  /4502�670

                                          (8) 

 
It makes use of student t-distribution to model bi to bj 
and is given by equation 9. 

8�� � �E�|/�0.�1 /|2  �FG

∑  �E�||�6.�D ||2  �FG670
                                                 (9) 

By utilizing t-SNE, the crowding problem is eliminated, 
but the variance acquired after the distribution seemed 
to be high that leads to the data discrimination problem. 
rv-tSNE [37] solves this problem, but fails in capturing 
the intrinsic structure of data and non-linear projection of 
data. The divergence of the data points is solved by 
introducing a new algorithm named kernel-based rv-
tSNE. The proposed algorithm 1 captures the intrinsic 
structure of data and non-linear projection of data. The 
computational complexity is further reduced using this 
algorithm. 
A kernel is picked and a covariance matrix is 
constructed using the following equations 10, 11, and 
12. 

��� � H�I"�� J µKI"�� J µKL�(10) 

ME
� ∑ ��� J µ���� J µ�L��NE O . � � Q. �                              (11) 

v=∑ ����NE ����                                                            (12) 
where αiis Nx1 matrix. By utilizing the kernel function 
and re-arranging we obtain equation 13. 
;4�� � �Q�;��                                                            (13) 

where k is NxN kernel matrix. Then, a normalized kernel 
matrix is performed on the data using equation 14. 
K = R J 2G

T
; � 1G

T
;1G

T
                                                  (14) 

Next eigenvalue is obtained by orthogonal basis from 
the sample a1,a2,a3,…..an as in equation 15. 
    k�� � Q���                                                               (15) 
This is transformed to low data points and is given as 
equation 16. 
�� � ∑ �����NE R��, ���                                                   (16) 

where j=1,2,3,.....d. The low transformed points are then 
given to the fully connected layer which is then mapped 
into the softmax classification layer for recognizing the 
final interaction label. The predicted outputs for the 
interactions class label is shown in Fig. 4. 
Algorithm 1: Proposed Kernel-based rv-tSNE 
Input: High-dimensional descriptor points in each frames 
X =(x1, x2,x3,….xn); Each frame’s number n(xi) and class 
label c(xi); Low-dimensionality d; and Iteration 
parameters: Iterations t, learning rate η, the momentum 
α(t);kernel K 
Output: The corresponding frame’s co-ordinate Y(0) = 
(y1,y2,y3,…..yn) in a lower-dimensional space 
Sample initial low dimensional data as Y(0) 
=(y1,y2,y3,…..yn) where NЄ0,10

-4 

Iterate for all the points 
for i= 1 to N do 

~ 

~ 
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Compute the joint probability Pi,j , from equation (8) 
Covariance matrix is constructed from 

��� � H�I"�� J µKI"�� J µKL� 
V1
� W ��� J µ���� J µ�L�

�NE
X . � � Q. �  

                   v=∑ ����NE ���� 
;4�� � �Q�;�� 

K~ = R J 2G
T

; � 1G
T

;1G
T
 

Low dimensional data points: 
�� � ∑ �����NE R��, ���where j=1,2,3,.....d. 

end 

 

Fig. 4. Output Interaction class label. 

IV. EXPERIMENTAL RESULTS 

This section discusses the results obtained at various 
stages, different models constructed and performance 
comparison of the proposed system with the existing 
system. Multi-layer 3D CNN is implemented using 
keras. The model is trained for 200 epochs and the 
weights that give the best performance on the validation 
data is loaded. This constructed model is then tested on 
test data. The whole data is randomly split into training 
and test data, test data is chosen to be one third of the 
total data. Multi-layer 3D CNN is constructed by 
performing convolution and pooling alternatively. 
Convolution is done by configuring the filters, kernel 
size, strides, padding, and activation. The activation 
functions used to built the model is relu. The convolution 
layer is followed by a statistics pooling layer. In addition 
a transformation is incorporated to produce a better 
result and is depicted in the comparison Table 1. 
This combination of alternating convolution and pooling 
layer is followed by a global pooling layer, which 
converts its input to a 1d-vector. This 1d vector is given 
as input for kernel-based rv-tSNE for better visualization 
which is an extended algorithm of t-SNE that alleviates 
the problem of crowding and high variance. The 
transformed points of the proposed transformation 
algorithm are found more discriminative and the 2D 
embedding is given in Fig. 5 and corresponding graph is 
plotted with the comparison of the existing algorithms in 
Fig. 6. To evaluate the performance of the proposed 
DHIR system, benchmarking SBU Kinect Interaction 
dataset is used for training and a new dataset named 
AU Interaction dataset with 215 videos was recorded 

and used for testing. This proves the robustness of the 
system as it can perform classification independent of 
the actors and the environment. Various parameters like 
precision, recall, training time, recognition time, 
adaptation time are used to evaluate the interaction 
recognition techniques.  
 

 

Fig. 5. 2D embedding results of (i) SNE,(ii) rv-tSNE,(iii) 
kernel-based rv-tSNE. 

 

Fig. 6. Comparison chart for various transformation 
algorithms. 

The confusion matrix obtained for proposed multi-layer 
3D CNN is given in Table 2. 
The graph depicting the performance metrics for each 
interaction is shown using the Fig. 7. 
The results have also been compared against other 
existing algorithms, such as 2D CNN [14] and 3D CNN 
[20] approaches which is carried out and approximated 
with our selected datasets and average performance of 
the proposed system is compared with the existing 
algorithms and plotted in bar chart and shown in Fig. 8. 
The graph shows that the proposed DHIR system 
recognizes the interaction more accurately than the 
existing baseline systems.  
This proves that the proposed algorithm is more 
effective when compared to other existing 
transformation algorithm. The fully connected network 
will have 6 neurons for each class label and for the final 
interaction layer, softmax activation function is utilized 
that maps the input layer to a particular class by 
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calculating the probability of input data. The input data 
with the maximum probability is assigned to a particular 
class label. 
 
 

 
Fig. 7. Interaction comparison graph with existing 

System. 

 

Fig. 8. Average comparison graph of proposed multi-
layer 3D CNN with existing system. 

Table 1: Performance metrics for models constructed. 
Model SBU Dataset AU Dataset 

 Precision Recall F-Score Precision Recall F-Score 

Base Model 58.21 57.22 57.71 62.14 60.22 61.16 

Proposed 
model 

93.88 94.78 94.32 93.56 93.23 93.394 

Table 2: Confusion matrix. 

V. CONCLUSION 

In this paper, a new multi-layer 3D CNN is implemented 
to recognize the interactions between human efficiently. 
Preprocessing techniques such as grayscale conversion 
and normalization are carried out to remove the 
inconsistencies in the datasets. The proposed kernel-
based rv-tSNE transforms the high-dimensional feature 
to low dimension, therefore enabling effective 
embedding of all the information obtained from each 
frame of the video. By reducing the dimensions, the 
processing of data is reduced and hence, the classifier 
can easily group the interaction in different classes, 
enabling faster processing and classification. Multiple 
multi-layer 3D CNN models are constructed with 
different structures, hyper parameters and the best 
among those are chosen as the final model, the results 
of each model are then compared. The proposed 
system is tested using the benchmark SBU Kinect 
dataset and our own AU Interaction dataset, and proves 
that the proposed system is better than the existing 
system. In future, we are planning to extend the system 
for real-time human activity recognition by incorporating 
human behavior understanding in our system. 
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