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ABSTRACT: Image Fusion has gained attention in the sphere of Image Processing. This paper addresses the 
fusion of images using Discrete Wavelet Transforms and BCV. Discrete Wavelet Transform is applied to 
obtain the image with multi-resolution representation which is localized in both spatial and frequency 
domains. In the next stage, we employ the BCV technique to extract the details of pixels of source image. In 
the extraction of sharp details of pixels of the frequency bands of source images, we employ the BCV 
technique. In the meanwhile, Averaging Filtering is done for improving the contrast of the fused image. 
Fusion of images with proper consistence of block information without loss of individual image details is 
always a big task. Finally, the fused result is developed by constructing inverse DWT to the resultant 
frequency bands. By comparing, the experimental results such that the proposed method is superior. 
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I. INTRODUCTION 

An image is a representation of two-dimensional 
functions. Processing the image with the help of a 
computer is generally named as digital image 
processing. Image Fusion is nothing but a gathering of 
important and relevant information of multi images into 
one single image and the large information is in the 
resultant image than the previous one. Nowadays 
Image Fusion is having wide applications such as 
remote sensing, computer vision, medical imaging, 
robotics and medical imaging [4, 11]. Fusion Categories 
are of five types namely Multi view, Multi-time, 
Multimodal, Multi focus and Fusion for Image 
Restoration [4]. Here, we discussed multimodal medical 
images captured with various scanners MRI scan, CT 
scan, PET scan, and SPECT scan. Here the CT images 
give information about hard tissues of bones and MRI 
Images gives us knowledge on soft tissues of the brain. 
But we don’t gain complete information. So, applying the 
fusion process to the images had complete knowledge 
about brain [5]. Fusion Techniques are classified based 
on the processing and acquisition of the image. They 
are Pixel-level, Block-level, Feature level and decision 
level [8]. F. Zhou et al., [1] implemented image fusion on 
Multifocus images using the techniques such as fast 
guided filter and focus pixel detection. For getting fused 
results, many techniques have been implemented such 
as NSML, BCV filter in the decision map learning stage 
and ND filter in the fusion stage. Here focus pixels are 
detected from source image using the NSML technique 
directly. Guided Filter is used for edge filtering and it is 
easy to implement and visual quality is better than that 

of the Bilateral Filter. But obtained fused result is not 
fulfilling the requirements. So opted advanced transform 
techniques for getting better results. Shifali M Patil [5] 
apply DWT for the fusion of images. For required fused 
results, the evolved high-frequency components will 
undergo gradient and smoothness techniques to protect 
the edges and area of uniformness in the fused image.  
“The current challenges in the fusion process restoring 
the high quality data in the resultant image. The basic 
standard techniques with DWT and averaging can’t 
maintain the proper consistency in data handling. This is 
the major challenge to address in current scenarios.” 
The paper is organized in three subsections, Section II 
& III discussed the preliminaries of the work i.e., DWT, 
BCV; section IV discussed the proposed work; section V 
framed the results and performance measures. The 
conclusion is presented in section VI. 

II. DISCRETE WAVELET TRANSFORM 

The method in which an image is filtered in different 
scales by a series of digital filters is called Discrete 
Wavelet Transform. The resolution of an image is 
changed by performing scaling operation by the process 
of subsampling. Convolution-based process or lifting-
based process is used for computing DWT [3]. Input 
sequences in these methods are decomposed into low 
& high-frequency sub-bands with half the elements [9]. 
DWT is used to overcome the temporal resolution in 
Fourier Transform capturing both frequency and 
information [6]. Finite duration oscillatory functions with 
zero average values are called Wavelets. Any wavelet 
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transforms for which the wavelets are discretely 
sampled is called Discrete Wavelet Transform.  
We can implement the Discrete Wavelet Transform 
using filter bank and lifting scheme. Sub-band coding is 
nothing but subdividing the input signal into several 
frequency groups. This is possible with the filter bank. It 
is a set of filters, which have either a common input or 
common output. The bank of filters distributes equally in 
the domain sub-bands [7, 13].  
The two-channel filter bank consists of 2 sections 
namely analysis section and synthesis section. Here the 
functionality of Analysis section is to decompose the 
signal into a set of sub-band components and synthesis 
section is to reconstruct/ regain the signal from its 
components [7]. Analysis filter bank divides the signal 
into two equal frequency bands i.e., �����and����� acts 
as low-pass filters and high-pass filters respectively.  ���	
�. ���	�                                                                 (1) ���	
�. ���	�                                                                 (2) 
Now the signal is sampled with high frequency then the 
half of the samples are eliminated due to down sampling 
operation. After employing the decimation process, 
apply Z-transform. 

���=1/2����� �⁄ 
�. ����� �⁄ � + ��−�� �⁄ �. �� 
�−�� �⁄ ��       (3) 

���= 1/2����� �⁄ 
�. ����� �⁄ � + ��−�� �⁄ �. �� 
�−�� �⁄ ��      (4) 

Synthesis filter bank reconstructs the signal from the 
two filtered and decimated signals. In this filter, we 
employ interpolation. ����= 1/2����
�. ����� + ��−��. ��
�−���              (5) ����= 1/2����
�. ����� + ��−��. �� 
�−���              (6) 
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Fig. 1. DWT Representation. 

III. BLOCK CONSISTENCY VERIFICATION 

The Block Consistency process can be done with a 
block-by-block comparison of the image coefficients. 
Initially find the block-by-block sum of the image 
coefficients [1]. The maximum value of the block sum of 
the respective image is compared and the resultant 
image is going to replace the high sum value of the 
block. The mathematical representation of the image is 
shown below. 
Consider two images ����, ��and����, ��.  
����, ��= ���� !"#�

$×&
'×(���"��, ���               (7) 

����, ��= ���� !"#�
$×&
'×(���"��, ���               (8) 

Where MxN presents the size of the image and mxn 
presents the size of the block. Where b is number 
blocks in the images ����, ��and ����, ��. *�"= ���� !+���� !,��"��, ��               (9) 

*�"= ���� !+���� !,��"��, ��             (10) 

Where b vary from 1 to 
-×.
/×0.  

�1"��, ��= 2 ��"��, ��                   3� *�" > *�"  ��"��, ��                        else            
               (11) 

After the summation process, Apply above rule for *�"and *�". Then the resultant image �1"��, �� contains 
the high coefficient values [10]. 

IV. PROPOSED METHOD 

Firstly, consider various multi-source & multi-focus 
images for the fusion process. The proposed fusion 
algorithm is explained below and flow process is shown 
in Fig. 2. 
Flowchart: 
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Fig. 2. Flowchart of the proposed method 

(*L1, L2, L3, L4, L5, L6 – Filter Outputs 
Algorithm: 
Input: Multi Focus/ Multi-Model Images ����, ��  and ����, ��. 
Step 1: The images are divided into 2 sub-bands 
namely low and high-frequency sub-bands sub-bands 
using DWT 
[LL, LH, HL, HH]        = DWT (����, ��) 
[LL1, LH1, HL1, HH1]= DWT (����, ��)         (12) 
Step 2: Perform the Filtering to the sub-bands LH, HL, 
and HH of images ����, ��and ����, �� 
Step 3: Perform the block consistency verification 
process for the above coefficients as per discussion in 
section IV. 
Step 4: Apply the averaging filter for low-frequency 
bands of source images. 
LLR= (LL+LL1) / 2              (13) 
Step 5: Apply IDWT to the above resultant coefficients 
to obtain a fused image. 
Fused Image=IDWT (LLR, LHR, HLR, HHR)               (14) 
Step 6: The Fused image. 
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V. RESULTS AND DISCUSSION 

MATLAB 2016b latest version is used in the evaluation 
of images. MRI gives information about the soft tissues 
such as the brain, spinal cord and detecting tumors [12]. 
CT gives bone information. PET gives us information 
about how the blood will flow in the body. The proposed 
work quality is compared with basic image fusion with 
DWT and averaging method. The results are given in 
Figs. 3 & 4 as input and output images. The tabulated 
results in Table 1 are shown in Fig. 5 as bar chars. 

A. Mutual Information 
A quantity in which it tells how much a random variable 
tells us about another. This type of measuring is called 
Mutual Information. It gives information about the 
amount of information that one variable carry about the 
other [2]. 

         (15) 
Where P(X) & P(Y) are Marginal distribution of X, Y 
respectively. 

B. Peak to Signal Noise Ratio 
The logarithmic [2] expression is as follows. 

PSNR=10log : �;;<
=

$& ∑ ∑�?�/,0�@A�/,0��<:          (16) 

 
C. Correlation 
The correlation coefficient can be calculated by  

CorrB ∑ ∑ �C�D,E�@CF��1�D,E�@1F�&G$H
IJ∑ ∑ �C�D,E�@CF�<&G$H K ∑ ∑ ��1�D,E�@1F�<�&G$H

                   (17) 

D. Quality Factor: 
It is a measure of performance. 
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Quality Factor ranges from 0 to 1. 
Source Images: 

         (1)         (2)        (3) 

 
(4) 
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(9) 

Fig. 3. (1) MRI image(2) CT image (3) ground tooth 
image (4) MRI [3] (5) PET [3] (6) ground tooth image (7) 

Toy1 (8) Toy2 and (9) ground tooth image. 

 
         (1) 

 
        (2) 

 
         (3) 

Fig. 4. Fusion Results of (1) MRI image and CT image 
(2) MRI [3] and PET [3] (3) Toy1 and Toy2. 

   

 

Fig. 5. Performance measure of different data sets 
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Table 1: Performance Calculation of different data sets. 

Type of the 
image 

PSNR Correlation Quality Factor Mutual Information 

Fusion with 
DWT & 

averaging 
Proposed 

Fusion with 
DWT & 

averaging 
Proposed 

Fusion with 
DWT & 

averaging 
Proposed 

Fusion with 
DWT & 

averaging 
Proposed 

MRI, CT 15.7422 15.6867 0.9815 0.9719 0.4187 0.3979 0.4264 0.4264 

MRI3, PET3 16.0217 15.8771 0.7644 0.7557 0.3742 0.3242 0.9727 0.9727 

Toy1, Toy2 32.7360 31.8794 0.9929 0.9912 0.7734 0.7296 2.4822 2.4822 

By observing Table 1, we conclude that the proposed 
method maintaining proper consistency in the fused 
data. The results are compared with standard methods 
with three basic quantitate measures.  

VI. CONCLUSION 

This paper is about to fusion of images using DWT and 
BCV techniques. Initially, the images are preprocessed 
to acquire quality images. This method used two-level 
DWT decomposition and BCV technique to form the 
final fused image. The LL sub-band images are fused 
with the average method to protect most information in 
the resultant. The BCV technique applied to higher sub-
bands to remove noisy content in the individual images. 
Multipurpose fusion type images verified with the 
proposed work and the fused image consist of more 
informative than the individual images. The results are 
compared and proved better in both qualitative and 
quantitative analyses. The tabulated results are shown 
that the proposed method is giving more fused details 
than the simple DWT & average fusion methods. The 
computed four performance values are more than the 
existed values. 

VII. FUTURE SCOPE 

This work can be extendable with more advanced 
transforms and edge-based techniques, which gives 
better performance than the existing techniques. 
Mathematical models can be derived which reduces the 
complexity of the system and improves the efficiency in 
terms of the fusion of images. 
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