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ABSTRACT:  Nowadays deep learning technique is widely used in image processing. It is highly responsible 
for recent growth in the use of artificial intelligence. Deep learning technique is used in this proposed work 
because most of the data which is present will be in unstructured format because most of it exists in 
different format such as text, audio, video and PDF files. Unstructured data is difficult to analyze for most 
machine learning algorithms. In such cases deep learning can be used and it can be trained by using 
different data formats. The target of this paper is to achieve high accuracy in image and video extraction. In 
this paper, we have discussed how image processing works, along with deep learning technology. The 
feature which is extracted from the video is in the form of text, image and audio. It is capable of retrieving 
desired videos by selecting relevant one and filtering out undesired videos. It makes predictions by using 
informations in a dataset and uses that experience in real world. Because of its high accuracy, retrieval of 
image and video extraction is done by using Convolutional Neural Network (CNN) and Fisher vector method.  

Keywords: Convolutional neural network method (CNN), fisher vector method, Gaussian filter and Median filter 

Abbreviations: EHD, Edge Histogram Descriptor (EHD); CNN, Convolutional Neural Network; EMD, Earth Movers 
Distance.  

I. INTRODUCTION 

In our daily life, Image processing plays an important 
role in the fields of science and technology. It is a 
computer based technology. It carries out automatic 
processing, manipulation and interpretation of visual 
information which is retrieved from the video [6], [5]. In 
this huge world, very complex problems get solved by 
using these kinds of techniques. Video data possesses 
a lot of information for those using multimedia systems 
and applications like digital libraries, publications, 
education, broadcasting and entertainment. Video 
retrieval is done based on content. It focuses more on 
textures, images and color [1, 3]. For retrieving videos 
and images, cloud based computing framework [7], big 
data and image queries are used but it is not effective 
[2, 8, 13]. Several techniques were used for retrieval of 
image and video. While extracting, the date may be in 
structured and unstructured format. Unstructured data 
cannot be processed easily by most machine learning 
algorithms. This proposed paper focuses mainly on 
processing the unstructured data and to get the high 
quality image. For concatenation  of  partial derivatives 
and to elucidate in which direction the  parameter of the 
model should be modified to best fit the data, Fisher 
vector method is used.  Convolutional Neural Network is 
most widely used for image related problems. It is used 
for image classification and recognition because of its 
high accuracy. The main part of convolution model is 
convolutional layer. The main part of convolutional 
neural network is convolution layer. A computer 
understands an image using numbers at each pixel. 

CNN compares the feature one by one and after the 
comparison, chosen feature was put it on the input 
image if it matches then the image is classified correctly. 
After the classification of image, Lines up the feature 
and the image then multiply each image pixel by the 
corresponding feature pixel and the final step in 
convolutional layer is to add them up and divide by total 
number of pixels in the feature to get the output. The 
next layer is ReLU layer, it removes the negative values 
from the filtered image and replaces it with zero’s. This 
is done to avoid the values from summing up to zero 
and the third step is to perform pooling operation. It 
calculates the largest value of all feature map and the 
results are down sampled and finally all the feature map 
is to be shrunk to get a 4 × 4 matrix. While extracting the 
main purpose of feature extraction is to decide whether 
there is any noise or not. If we found any noise it should 
be removed by using filters such as Gaussian filter and 
median filter. After removal of noise, the next step is to 
detect the shapes from extracted feature and in 
upcoming steps merging of information is performed. 
While comparing to its predecessors. The main 
advantage of CNN is, it has best level performance on 
problems that significantly outperforms other solutions in 
multiple domains such as speech, languages etc, 
without any manual intervention it automatically extract 
the significant features. CNN is great in capturing single 
features in the bottom layers of an image as well as 
complex features and entities in the deeper level [17]. It 
breaks the images down into numbers and then merges 
multiple set of information pooling them together to 
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create an accurate representation of images. A large 
amount of data can be used effectively within a deep 
learning model. 
In section II, video retrieval based on deep learning 
process is discussed; section III shows the result 
evaluation. Image and video recognition based on deep 
learning is discussed in section IV, finally problems and 
challenges are discussed in section V, VI shows Result 
with the conclusion in section VII. 

II. VIDEO RETRIEVAL BASED ON DEEP LEARNING 
PROCESSES 

A.  Capturing a video 
A video is captured by using a high resolution camera. A 
captured video is to be processed further to provide a 
high accuracy. 

B. Segmentation of Video 
The first step used after capturing a video is 
segmentation of video into shots. These shots contain a 
sequence of features which is taken one after another to 
form a video event. It breaks images down into numbers 
and then merges multiple set of information and pooling 
them together to create an accurate representation of 
an image. A large amount of data can be used 
effectively with a deep learning model.   

C. Noise Removal 
While extracting the feature, noise exists. It should be 
removed by using techniques such as Gaussian and 
median filter 
Gaussian Filter: Gaussian filter blur the images by 
using Gaussian function. It is widely used to remove 
image noise. 
Median filter: The median filter is a non linear digital 
filtering technique used to remove salt and pepper noise 
and to sharpen the edges. 
The pre processing step is used to improve the result of 
image processing. 

D. CNN based video extraction 
Due to large number of pixels and high dimensionality 
and working with large quantities of digital images 
becomes difficult. So for extracting such type of 
features, a technique called convolutional neural 
network was used. This model is referred to as the 
unsupervised convolutional Siamese Network. Pre –
trained CNN modules are adopted to extract visual 
features from intermediate layer of convolution. By using 
aggregation function, these features are computed 
through the forward propagation of an image over CNN 
network. 

E. Filtering of extracted feature 
The feature which is extracted from the video is in the 
form of text, image and audio. It is capable of retrieving 
desired videos by sharply selecting relevant one and 
filtering out undesired videos which exist. It makes 
predictions by using information in a dataset and uses 
that experience in real world. 

F. Features and Features Extraction from video 
While extracting the feature, three primary features are 
extracted. They are color, texture and motion. These are 
represented by color histograms and motion histograms. 

While extraction, the most important features that are to 
be included in the video are features of the objects, key 
frames and the motion features. Key frame feature in 
video contains color, texture and shape. These are the 
most important features of visual properties. RGB, HSV, 
YCbCr and normalized r-g, YUV, and HVC are the 
extracted color features. They play an important role in 
video indexing and retrieval. Various Techniques are 
used for finding energy distribution in frequency domain 
while extracting the texture features. While extracting 
the features there exists some noise before 
segmentation and filtering and those noises should be 
removed by using Gaussian and median filter. A co-
occurrence matrix is a matrix or distribution of co-
occurring values of an image. It represents texture in 
images. The matrix elements are the counts of the 
number of times a given feature occurs in a particular 
spatial relation to another given feature. A co-
occurrence matrix can use any of the features from the 
image. GLCM is the co-occurrence matrix when grey 
level is selected as a feature. The GLCM tabulation 
shows the different combinations of pixel grey levels 
occur in an image. An example to find GLCM of a matrix 
of Fig. 1 having grey values 0, 1, 2, 3 are shown here 
and its GLCM is shown in Fig. 2. 

 

Fig. 1. Matrix. 

 

Fig. 2. GLCM of the matrix of Fig. 1. 

For effective video retrieval, textual features can be 
utilized. Textual feature play a vital role in video 
retrieval. A texture feature vector is generated by using 
mean and variance of the filtered outputs. The image is 
split into small blocks and it is used to obtain features 
from these blocks. It divides the image into blocks with 
each of size 5 x 5 and compute texture features from 
each block. Features and the shapes of the objects are 
extracted from the edge and by using histograms 
regional features are extracted. Various shape 
descriptors are utilized but the shape descriptors used 
here are Edge Histogram Descriptor. EHD is one of the 
widely used methods for shape detection. 
An Edge Histogram Descriptor (EHD) is designed by 
dividing an image into 4 x 4 blocks. The partition of 
image creates 16 equal sized blocks. The spatial 
distribution of edges is obtained and then, categorized 
into five different orientations of 0, 45, 90, 135 degrees. 
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The EHD is the number of pixels forming an edge of a 
particular category. Local Histogram alone is not 
applicable for high retrieval performance so beside the 
local histogram, global histogram is also needed. The 
global edge histogram represents the edge distribution 
of whole image space. In Edge Histogram Descriptor, 
initially the RGB image is converted into grey image and 
then divides the image into 4 × 4 blocks. After these 
steps percentage of number of pixels that correspond to 
an edge histogram is computed and also the global 
edge histogram is computed by using same procedure. 
Finally save both the local and global histogram values 
in feature vector.  
Motion features: The two types of motion feature are 
background feature and foreground feature. By moving 
objects the background feature is created and by 
camera motion the foreground feature is generated. The 
motion feature caused by camera motion includes 
zooming in or zooming out, panning left or right and 
tilting up or down by camera. The motion features 
caused by object plays an important role in describing 
motions of key objects.  
Extraction of Gabor features: Gabor features contains a 
group of wavelets with each wavelet capturing energy at 
a specific frequency and a specific direction. The filter 
which is used in Gabor is designed to detect different 
frequencies and orientations. From each filtered image, 
Gabor features can be calculated and used to retrieve 
images. The algorithm for extracting the Gabor feature 
vector is shown in Fig. 3 and the related Eqns. (1-4) are 
shown below. For a given image I (x, y), the discrete 
Gabor wavelet transform is given by a convolution: 
��� = ∑ ∑ �(�1, �1)
���� ∗ (� − �1, � − �1)��                 (1) 

where  m and n indicates  the scale and orientations of 
wavelet respectively. After applying Gabor filters on the 
image with different orientation at different scale, an 
array of magnitudes is obtained: 
  E(m,n) = ∑ ∑ |���(�, �)|��               (2) 

In different scale and orientation of the image, the 
magnitude represents the energy content. The main 
purpose of texture-based retrieval is to identify the 
images or regions with relevant texture. 
The standard deviation σ of the magnitude of the 
transformed coefficients is: 

  σ�� = �∑ ∑ (|���(�,�)|�µ��)���
���             (3) 

where µ is the mean of magnitude and given as  

  µ��= 
 (�,�)

���  

Divide query image into
16 × 16 sub-blocks

Compute features for 4
different scales at 8 different

angle to give 8 different
angles for each scale

Calculate mean and standard
diviation to obtain gabor

features vector
 

Fig. 3. Gabor Filter Algorithm. 

A feature vector f (texture representation) is created 
using mn as the feature components. M scales and N 
orientations are used and the feature vector is given in 
equation  
 f = [σ!! ,σ!� ,σ!" , … .σ(%��)(&��)]                     (4) 

'()*+, = 
-�µ
σ

 where µ is the mean and . is the standard 

deviation of f. 

G. Similarity Measure 
According to the type of feature, Queries are classified. 
The query is identified by computing similarity between 
the feature vectors which are stored in the database. 
Obtaining the similarity with the acquired still image 
which is extracted from the video clip is measured from 
the database with the help of similarity between the 
feature vectors through a distance between them. To 
identify the similarity between the feature vectors, 
Euclidean distance is measured. Image similarity is 
performed by measuring the distance between the 
query image and the image which is in the database. 
Performance of video retrieval system is determined 
from the type of features. Once feature is created, 
enhancement of performance is done to get better 
results from similarity measure. Euclidean distance and 
Minkowski type distance is widely used for similarity. 
Similarity is performed between the query video and the 
video which is in the database. Matching is done with 
the extracted features, texts, objects and faces with the 
video or image which is in the database. At each 
different levels of resolution, video similarity can be 
measured. A video clip is captured by identifying the key 
frames that are occurred continuously in the video 
database which is related to the query video. The 
distance metric is termed as similarity measure. To rank 
the retrieved videos, the Euclidean distance between 
the query and database is calculated. The video from 
the database corresponding to the frame similar to the 
query frame is higher in rank if the Euclidean distance is 
smaller. The equation for Euclidean distance between 
the query image Q and an image P is shown in Eqn. (5) 

ED =∑ /(012 − 032). (012 − 032)  �24�                             (5) 

where, Vpi and Vqi are the feature vectors of Query 
image Q and image P respectively of size ‘n’. To 
measure the distance between the two features, there 
are several methods to measure other than Euclidean 
distance are Earth Movers Distance (EMD), chord 
distance etc. To measure the distance between two 
distinct probability distributions, Kull back and Libeler 
method is used. The equation for KL divergence of the 
probability distributions F, G on a finite set P is given in 
Eqn. (6). 

567(8||()= ∑ 8(9):+
 ;(1)
<(1)1Ԑ1                                        (6) 

Below are the steps for Similarity Measure: Let us 
consider - F as Query clip feature vector, G as Feature 
library 1st feature vector, i as Element of vector, M as 
Normalized factor of G 

  V= 
;

=>?@ABCDAEC>F(;)                            (7) 

Then find ((G>0) & (V> 0)) and store that in VA. Then 
similarity measure is computed by using Eqn. (8) 

  567=∑ 0(0G):+
 %∗H(HI)
<(HI)               (8) 
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Neural Network can also be utilized to identify the 
similar shots. Clustering of shots is performed to classify 
videos to the best matching cluster based on the 
features which is extracted from its shots. In object 
based query. The features of color and texture in a shot 
are used to map the shot to the best matching cluster. 
Similarity between the query image and an image which 
is found in the video database is obtained by probability 
of generating the image. 

III. RESULT EVALUATION 

The performance of video retrieval is computed with the 
same parameters as it is evaluated in retrieval of image. 
Recall and precision are the two parameters as given in 
Eqns. (9) and (10). 
Recall = DC/DB                                                            (9) 
Precision = DC/DT                                                     (10) 
DC = number of similar clips detected correctly 
DB = number of similar clips in the data base 
DT = total number of detected clips 

IV.  IMAGE AND VIDEO RECOGNITION BASED ON 
IMPROVED DEEP LEARNING 

Deep learning technique is widely used nowadays for 
the process of image recognition and video retrieval. In 
deep learning, convolutional neural network is applied 
for analyzing the visual imagery. It is a multilayer 
perceptron. The “fully connected” of the network is 
susceptible for over fitting of data. Fisher vector method 
combines the advantage of statistical models and 
discriminative methods. For concatenation  of  partial 
derivatives and to elucidate in which direction the  
parameter of the model should be modified to best fit 
the data, Fisher vector method is used. CNN uses little 
preprocessing step when comparing to other image 
classification algorithm. In CNN, detection of video, 
image classification and similarity of image query with 
the image in the database is performed. CNN is 
specialized in processing the data. The significant part 
of convolutional neural network is convolution layer. In 
Convolution layer, A computer understands an image 
using numbers at each pixel. CNN compares the feature 
one by one and after the comparison, chosen feature 
was put it on the input image if it matches then the 
image is classified correctly. After the classification of 
image, Line up the feature and the image then multiply 
each image pixel by the corresponding feature pixel and 
the final step in convolutional layer is to add them up 
and divide by total number of pixels in the feature to get 
the output. Detection of video is performed initially. After 
detection process, removal of noise is performed by 
using Gaussian and median filter. Gaussian filter is used 
to blur the image. It is used to reduce the noises from 
the input image. To remove the noise and to get the 
enhanced image, the gray scale image is passed 
through Gaussian filter and median filter. Median filter is 
used to remove the salt and pepper noise. If the noise is 
removed, the further processing can be done in an 
efficient way to achieve high performance. After the 
removal of noise, the next layer is to be performed is to 
detect the shapes from the extracted feature and then 
image segmentation is performed. Image segmentation 
is done by breaking down images into numbers and 

finally merging of information is performed to create an 
accurate representation of image. A large amount of 
data can be used effectively with a deep learning model. 
The main advantage of CNN is that without any manual 
intervention automatic extraction feature is performed. 
CNN is best in extracting the features in the bottom 
layer of image as well as complex feature and entities in 
the deeper level. Finally similarity measure is performed 
by comparing the image query with the image which is 
stored in the database. Euclidean distance is measured 
between feature vectors. A video clip is captured by 
identifying key frames which is relevant to that of the 
query video. A video component i.e., shots, scenes and 
frames etc are extracted from the videos and then 
classified to predefined categories. Extraction of feature 
from each component and is stored in the feature 
database. The output video is obtained by finding the 
similarity measure between features of query video and 
features stored in the database. 

Videos

Segmentation of
videos

Classification of video
components

Features  extration

Features database

Segmentation of videos

Features  extration

Similarity measure

Query Video

Output video  

Fig. 4. CBVR system. 

To enhance the performance of retrieval system, 
relevance feedback technique is used to resemble 
human visual judgment and similarity perception to a 
certain extent. Relevance feedback technique is very 
useful in obtaining effective ranking and retrieving 
similar videos. It removes the difference between low 
level features and semantic concept of the videos. It 
relies on feedback obtained by user or can be automatic 
and accordingly the videos are ranked. To improve the 
features, ranking and feedback is used. Relevance 
feedback is used in the system [2]. The result is 
obtained by updating the values of Mu and updating of 
Mu is done by method shown below. 
  u = x, y 
The weights MK and ML are updated using user's 

feedback. Let S be the set containing the most similar L 
retrieved video clips, overall similarity value Hv and 
value of Mx and My is 0.5  
S = [S1, S2, ……, SL] 
Score = [Score1, Score2, …… ScoreL] 
be the set containing scores by relevance feedback by 
the user for each retrieved clips in set S. The scores 
may have any of the values from -3, -1, 0, +1, +3. 
Where these values correspond to the feedback as 
+3 → highly relevant 
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+1 → relevant 
0 → no opinion 
-1 → non-relevant 
-3 → highly non-relevant 
Mx and My are the sets containing the most similar L 
clips to the query, according to only the color similarity 
measure and only the motion similarity measure, 
respectively.  
SK=[S�K, S"K,…,SNK]  
SO=[S�O, S"O,…,SNO] 
Weights of Mu are updated using the value of score 
provided by the user as a feedback. Weights of Mu are 
more for the more relevant retrieved clips. The weights 
are then normalized by the total weights to make sum of 
the normalized weight equal to 1 and if the weight of Mu 
is < 0, then it is set to 0. The system can be iterated to 
improve the result for a satisfaction level. As a result, a 
particular feature representation will represent the 
semantic concept of the query video.  

V. PROBLEMS AND CHALLENGES 

The feature which is extracted cannot be processed 
directly and some modifications have to be done to get 
high accuracy. There are difficulties in classifying 
images and segmentations. It causes a big problem for 
security and validation purposes. CNN is great in 
capturing single features in the bottom layers of an 
image as well as complex features and entities in the 
deeper level. But there is difficulty in representing the 
rotational and translational relationships. So CNN is to 
be explicitly trained very well. CNN is good for 
recognizing the different elements of a face such as 
eyes, nose and mouth but it is not more sensitive to the 
arrangement of the entities and made mistake in 
perceiving different arrangement of the entities. So 
CNNs needs to be managed to handle translational 
invariance. 

VI. RESULT 

Feature 
method 

True 
Positive 

False 
Negative 

Accuracy % 

Surf 480 61 88.72 

Freak 470 71 86.87 

Surf-Freak 489 52 90.38 

Surf-Freak 
Optimized 

507 34 93.71 

 

Fig. 5. Performance analysis with different features. 

From the above Fig., it is clear that the optimized Surf-
Freak based feature extraction performs well from the 
initial time. The proposed feature extractor used more 
number of features to get accurate result. For content 
based image retrieval the above features can be used 
individually but for the video retrieving system a hybrid 
combination of features as proposed above are needed 
to get better result. 

 

Fig. 6. A sample video is taken. 

 

Fig. 7. Specific frame is selected. 

 

Fig. 8. Selected frame is fed to system. 
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Fig. 9. Features selection process. 

 

Fig. 10. System is trained with proposed features. 

 

Fig. 11. Output Video sequence. 

VII. CONCLUSION  

In this paper, Convolutional Neural Network is most 
widely used technique for image related problems. 

While comparing to other works the main advantage of 
CNN is, It has best level performance on problems that 
significantly outperforms other solutions in multiple 
domains such as speech, languages etc. Convolutional 
neural network is computationally efficient. It has a great 
advantage in identifying a model of unstructured data 
which cannot be done by other machine learning 
algorithms. For better performance, it uses special 
convolution and pooling method. After performing the 
convolution operation, pooling method is performed to 
reduce the dimensionality and it reduces the number of 
parameters which shortens time consumption for 
training data and combats over fitting. It is very powerful 
technique to deal with efficient models which extract 
features to achieve better accuracy. 
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