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ABSTRACT: We examine the self-comparison of the speed of convergence of the iterative method Agarwal, 
O’Regan & Sahu’s S-iteration [4] (see also [5]) with rate of convergence of the iterations obtained after 
interchanging the coefficients introduced in the original one. This paper shows that the interchange of the 
coefficients introduced in such type of schemes play a vital role in self-comparing. We self-compare the 
convergence rate for this particular iteration method and provide a numerical to illustrate the result which 
explains the justification of the existence of the previous method. 
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I. INTRODUCTION 

Although several authors have compared the fastness 
of convergence of many iteration plans like Berinde [1], 
in 2004, compared Picard iteration with Mann iteration, 
in 2006, B.V. Prasadnc [2] compared Mann iteration 
with Ishikawa iteration, in 2007, Popescu [3] compared 
Picard iteration with Mann iteration for their rate of 
convergence and S. Fathollahi [11] has compared the 
speed of convergence of several iterative plans and 
found that the coefficients included in these types of 
iterative schemes have a vital part in finding their 
convergence speed, in this review paper we analyse the 
convergence rate of Agarwal, O’Regan & Sahu’s S-
iteration procedure. 

II. PREMILINARIES 

Definition 2.1 [5] Assume (M*, d) as a complete metric 
space and Q: M*→ M* as a self-map of M*. We define a 
set containing all fixed points of Q as 
 FQ = {m∈  M*  |  Qm = m} 
Then 
 d (Qm, Qn) ≤ a d(m, n)    for all  m, n∈ M* and 
a ∈ [0, 1) 
is known as the Banach contraction’s condition. 
Definition 2.2 [17] Let {um} and {vm} are two real 
sequences of converging to 'u' and 'v' separately. 
Consider  

 lim� →	 ∣ ��  �
��  � ∣ = l’ 

(1) If l’ = 0, then {um}m = 0, 1, 2, . . . is said to fast converge 
to ‘u’ than {vm}m = 0, 1, 2, . . . to ‘v’. 
(2) If 0 <l’ < 1, then {um} and {vm} have the same 
convergence rate. 
Definition 2.3 [4] ([5] and [16]) The Agarwal, O’Regan 
and Sahu’s S-iteration is given as: 
 un+1= (1 – an) Tun+  an Tvn 
 vn= (1 – bn) un  +  bnTun 
where {an} and {bn} are the sequences of positive 
numbers in [0, 1]. 

III. RESULT AND DISCUSSION 

Consider all the possible cases of Agarwal, O’Regan 
and Sahu’s S-iteration emphasis after interchanging the 
associated coefficients: 

 un+1=  (1 – an) Tun + an Tvn 
 vn=  (1 – bn) un + bnTunn ≥ 1                          (1) 
and 
 un+1=  anTun + (1 – an) Tvn 
 vn= bnun + (1 – bn) Tunn ≥ 1                           (2) 
and 
 un+1=  (1 – an) Tun + an Tvn  
 vn=  bnun + (1 – bn)Tunn ≥ 1                           (3) 
and 
 un+1=  anTun + (1 – an)Tvn 
 vn=  (1 – bn) un + bnTunn ≥ 1                           (4) 
 
Let {un} be the sequence in the iteration plan (1), Then: 
∥vn  –p∥ =∥(1 – bn) un + bnTun– p∥ 

 =∥(1 – bn) un + bnTun– bn p + bn p – p∥ 
 ≤bn∥Tun – p∥+ (1 – bn) ∥un– p∥ 
 ≤ λbn∥un – p∥+ (1 – bn) ∥un – p∥ 
 ≤ [λ bn + (1 – bn)] ∥un– p∥ 
Also, 
∥un+1  – p∥=∥(1 – an) Tun + an Tvn – p∥ 
 ≤ (1 – an) ∥Tun – p∥+ an ∥Tvn – p∥ 
 ≤ λ (1 – an) ∥un – p∥+ an λ ∥vn – p∥ 
≤ λ (1 – an) ∥un – p∥+ an λ [λ bn + (1 – bn)] ∥un – p∥ 
= [λ (1 – an) + λ

2
 an bn + λ an (1 – bn)] ∥un – p∥ 

Since an, bn∈ ( ��, 1)   for all  n ≥ 1, 

1 – an< �
�and  anbn< 1  and  an (1 – bn) < �

� 

Thus 

[λ (1 – an) + λ2 an bn + λ an (1 – bn)]< �
�λ + λ2 + 

�
� λ 

= λ + λ
2
 

Take   pn  =�λ + λ��� ∥ �� –  � ∥ 
Let {un} be the sequence in the iteration plan (3.12), we 
obtain: 
∥vn– p∥ =  ∥bn un + (1 – bn) Tun – p∥ 
 ≤  bn∥un – p∥+ (1 – bn)  ∥Tun – p∥ 
 ≤  bn∥un – p∥+ (1 – bn) λ ∥un – p∥ 
 =  [bn + λ (1 – bn) ∥un – p∥ for all n ≥ 1. 
and 
∥un+1 –  p∥=  ∥anTun+ (1 – an)Tvn – p∥ 
 ≤  an∥Tun – p∥+ (1 – an) ∥Tvn – p∥ 
 <λ an ∥un – p∥ + (1 – an) λ ∥vn – p∥ 
 ≤  λ an ∥un – p∥ + (1 – an) λ [bn + λ (1 – bn)] 
∥un – p∥ 
 ≤  [λ an + λ (1 – an) bn + λ

2 
(1 – an) (1 – bn)] 

e
t
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∥un – p∥ 

Since an, bn∈ ( �� , 1) for all n ≥ 1 

an<1  and  (1 – an) bn< �
�  and (1 – an)(1 – bn) < �

� 

Thus 

[λ an + λ (1 – an) bn + λ2 (1 – an) (1 – bn)]<λ +  
�
�λ + 

�
�λ

2 

=  
�  !  "

�  

Take   qn =  #�  !  "
� $� ∥ �� –  � ∥ 

Let {un} is the sequence in the iteration plan (3.13), we 
obtain: 
∥vn  – p∥ =  ∥bn un + (1 – bn) Tun – p∥ 
 ≤  bn∥un – p∥+ (1 – bn)  ∥Tun – p∥ 
 ≤  bn∥un – p∥+ (1 – bn) λ ∥un – p∥ 
 = [bn + λ (1 – bn)] ∥un – p∥ for all n ≥ 1. 
Again 
∥un+1  – p ∥=  ∥(1 – an) Tun + an Tvn – p∥ 

≤  (1 – an) ∥Tun – p∥+ an ∥Tvn – p∥ 
 ≤  λ (1 – an) ∥un – p∥+ an λ ∥vn – p∥ 
 ≤  λ (1 – an) ∥un – p∥+ an λ [bn + k (1 – bn)] 

∥un – p∥ 
 ≤  [λ (1 – an) + λanbn + λ

2
 an (1 – bn)]∥un – p∥ 

Since an, bn∈ ( �� , 1)  for all n ≥ 1, 

(1 – an)< %
&   and  an bn< 1  and  an (1 – bn)< %

& 

Thus 

[λ (1 – an) + λ an bn + λ
2
 an (1 – bn)]< �

�λ + λ + 
%
&λ

2
 

=  
'  !  "

&  

Take   rn  =#'  !  "
& $� ∥ �� –  � ∥ 

Let {un} is the sequence in the iteration (3.14), we get: 
∥vn  –p∥ =  ∥(1 – bn) un + bnTun – p∥ 

 =  ∥(1 – bn) un + bnTun – bn p + bn p – p∥ 
 ≤  bn∥Tun – p∥+ (1 – bn) ∥un – p∥ 
 ≤  kbn∥un – p∥+ (1 – bn) ∥un – p∥ 
 =  [kbn + (1 – bn)]  ∥un – p∥ 
and 
 
∥un+1 –  p∥=  ∥an Tun + (1 – an) Tvn – p∥ 

≤  an∥Tun – p∥+ (1 – an) ∥Tvn – p∥ 
<  λ an ∥un – p∥+ (1 – an) λ ∥vn – p∥ 
≤  λ an ∥un – p∥+ (1 – an) λ [λ bn + (1 – bn)] 
∥un – p∥ 

 ≤  [λ an + λ
2
 (1 – an) bn + λ (1 – an) (1 – bn)] 

∥un – p∥ 

Since an, bn∈ ( �� , 1)for all n ≥ 1, 

an< 1  and  (1 – an) bn< �
�and  (1 – an) (1 – bn)] < �

� 

Thus 

[λ an + λ
2
 (1 – an) bn + λ (1 – an)(1 – bn)]  <  λ + 

 "
� + 

 
� 

=  
� " ! ( 

�  

Take   sn  =#� " ! ( 
� $� ∥ u� –  � ∥ 

Major comparison of all iterations: 

*+,� → 	| ./
0/

 |=  
�  !  "�1  ∥�2  – .∥
#34 5 4"

6 $
1

 ∥�2 – .∥
  = 0. 

*+,� → 	| 0/
7/

 |=  
834 5 4"

6 9
1

∥�2 – .∥
#:4 5 4"

& $
1

 ∥;2 – .∥
  = 0. 

*+,� → 	| 7/
</

 |=  
8:4 5 4"

& 9
1

 ∥;2 – .∥
#"4" 5 =4

6 $
1

 ∥;2 – .∥
  = 0. 

*+,� → 	| ./
7/

 |=  
�  !  "�1  ∥�2 – .∥
#:4 5 4"

& $
1

 ∥;2 – .∥
  = 0. 

*+,� → 	| ./
</

 |=  
�  !  "�1  ∥�2–.∥

#"4" 5 =4
6 $

1
 ∥;2 – .∥

  = 0. 

*+,� → 	| 0/
</

 |=  
834 5 4"

6 9
1

  ∥�2  – .∥
#"4" 5 =4

6 $
1

 ∥;2 – .∥
  = 0. 

 
Based on the above comparisons, we analyse that the 
iterative scheme (1) converges speedier than (2), (2) 
converges speedier as that of (3), (2) converges 
speedier as that of (4), (3) converges speedier as 
compared with (4) and (1) converges speedier than (3).  
So all in all, we examine that the original iterative 
scheme (1) gives fastest convergence rather that the 
cases (2), (3) and (4). 

IV. MATHEMATICAL ILLUSTRATION 

Let us take the interval [1, 60], x0 = 20, an = 0.75, bn= 
0.85 for all n = 0, 1, 2, . . . 

Define T: C → C by T(x) = √?  withx ∈C, where T is 
contraction map. 
In following two Tables, we compare the four cases of 
the Agarwal, O’Regan and Sahu’s S-iteration: 
un+1=  (1 – an) Tun + an Tvn 
vn=  (1 – bn) un + bnTun n ≥ 1. .                               (5) 
and 
un+1 =  an Tun + (1 – an) Tvn 
vn=  bnun + (1 – bn)Tunn ≥ 1. .                                       (6) 
and   
un+1 =  (1 – an) Tun + an Tvn 
vn=  bnun + (1 – bn) Tunn ≥ 1                                         (7) 
and 
un+1=  an Tun + (1 – an) Tvn 
vn=  (1 – bn) un + bnTunn ≥ 1. .                                      (8) 

V. CONCLUSION  

Based on the entire study conducted on the speed of 

convergence of Agarwal, O’Regan and Sahu’s S-

iteration scheme, we examine that the original two step 

iteration (5) in the Agarwal, O’Regan and Sahu’s S-

iteration plan converges speedier as compared with the 

other iterations (6), (7) and (8) obtained after 

interchange of the coefficients introduced in the (6), (7) 

and (8) Agarwal, O’Regan and Sahu’s S-iteration. So 

we conclude that the interchange of coefficients may 

effect the result in self-comparing of iterations. 
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Table 1: Cases of the Agarwal, O’Regan and Sahu’s S-iteration. 

Iteration 
S-iteration 
un+1 (4.1) 

S-iteration 
un+1 (4.2) 

S-iteration 
un+1 (4.3) 

S-iteration 
un+1 (4.4) 

1 3.07398388 4.40501883 4.27078460 4.00608526 

2 1.48600908 2.07778971 2.00538370 1.88046605 

3 1.14631646 1.43307945 1.39244543 1.32927412 
4 1.04781320 1.19339398 1.16983456 1.1362056 

5 1.01605890 1.09068721 1.07698647 1.05882987 
6 1.00544396 1.04352663 1.03565157 1.02589524 

7 1.00185133 1.02112747 1.01667510 1.01149426 
8 1.00063025 1.01031140 1.00783588 1.00512108 

9 1.00021463 1.00504603 1.00369030 1.00228541 
10 1.00007310 1.00247258 1.00173974 1.00102068 
11 1.00002489 1.00121235 1.00082058 1.00045599 

12 1.00000847 1.00059462 1.00038713 1.00020374 

13 1.00000288 1.00029169 1.00018265 1.00009104 
14 1.00000097 1.0001431 1.00008618 1.00004068 

Table 2: Cases of the Agarwal, O’Regan and Sahu’s S-iteration. 

Iteration 
S-iteration 

vn(4.1) 
S-iteration 

vn (4.2) 
S-iteration 

vn (4.3) 
S-iteration 

vn (4.4) 

1 6.80131556 17.67082039 17.67082039 6.80131556 

2 1.95138391 4.05908805 3.94015506 2.30220541 
3 1.25906812 1.98233935 1.91699350 1.44767563 
4 1.08200990 1.39768447 1.36058150 1.17939139 

5 1.02725533 1.17824874 1.15659771 1.07647087 

6 1.00920668 1.08373808 1.07110543 1.03346988 
7 1.00312713 1.04022736 1.03295428 1.01481942 
8 1.00106415 1.01953462 1.01541929 1.00659524 

9 1.00036235 1.00953606 1.00724704 1.00294184 

10 1.00012341 1.00466710 1.00341327 1.00131355 
11 1.00004203 1.00228702 1.00160920 1.00058678 

12 1.00001431 1.00112139 1.00075902 1.00026217 
13 1.00000487 1.00055001 1.00035809 1.00011714 
14 1.00000097 1.00026981 1.00016895 1.00005234 

From Table 1 and Table 2, we observe that the iterative 
scheme (5) converges quicker than (6), (7) converges 
speedier than (7), (6) converges faster than (8), (7) 
converges quicker than (7) and (6) converges speedier 
than (4.3). Hence the original iterative scheme (4.1) has 
the fastest convergence than the other iterations (6), (7) 
& (8). 
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