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ABSTRACT: Online web interface provides an efficient source of consumers reviews to analyze and 
understand the performance of the system. Using online review system, any web user may submit their 
experience about the service and that experience may be utilized to understand the satisfaction level of 
service by other users. In a system where number of users is large, a computational sentiment analysis and 
opinion mining can summarizes all the reviews about a particular service, product or event.  Sentiment 
analysis and opinion mining generate the text polarity to evaluate positivity or negativity of the text of review 
submitted by the users. In this paper we have presented a computational model based on semantic rule 
based linguistic pattern to generate more improved text polarity for understanding the satisfaction level of 
the user about the service. The proposed computational model performs better in comparison of existing 
techniques on some well known dataset with an Accuracy of 79.8%.  

Keywords: Concept of Words, Emotion Detection, Features Extraction, Semantic Rules, Textual Sentiment Analysis, 
NLP. 

I. INTRODUCTION 

Now day’s people have started to analyze the service 
performance of any system on the basis of online 
reviews of people available on the internet [1]. For 
pickup any kind of service like product shopping, hotel 
booking, couching institute and doctor etc, people 
always take advice and recommendation from their 
family members and friends [2]. Now maximum services 
are available online, so online reviews are very popular. 
People post reviews to share their own experience and 
these experiences are utilizes by other person to predict 
the service quality to understand the actual service of 
the service between the customers [3]. That would help 
the people to decide that whether service is satisfactory 
or not. Over last few years, online review became most 
famous and popular due to its easiness. Online review 
system are attractive with following key feature like 24×7 
hours availability, easy access through internet, sharing 
from anywhere without any restriction of location. 
Service providers also analyze these reviews to 
understand the performance of their product and to 
understand the need of any up gradation [4]. Many retail 
company like Flipkart, Amazon have started to work on 
these concept to analyze the feedback of their 
customers about the product they sell. Some company 
like Yelp has also offered online details review system 
of local shops, hotels, restaurants, tourist places and 
other business. The reviews of customers about any 
business are more valuable for service providers. These 
all types of text analysis based are many handle by 
sentiment analysis and opinion mining. Sentiment 
analysis is mainly categorized into machine learning 
based sentiment analysis and lexical based sentiment 
analysis. Machine learning based sentiment analysis 
has two types [5]: supervised and unsupervised. 

 

Fig. 1. Sentiment classification techniques. 

Both techniques have a number of approaches as given 
in Fig. 1. The lexical based approach also has two 
types: dictionary based sentiment analysis and corpus 
based analysis.  
Various researchers have already worked on the above 
listed approach. In section II, we discuss some of the 
recent work published by different authors. Section III 
explains the basic idea of semantic rule based approach 
useful for sentiment analysis. In section IV, we elaborate 
on the proposed computational model with its 
architecture.  Section V presents our experimental result 
analysis and discussion. Section VI concludes the paper 
and focus on future work. 
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II. LITERATURE SURVEY 

Many articles have been presented till now in the area 
of sentiment analysis. The number of research work has 
been increased till now. Some related research has 
been discussed in the survey of this paper. In [6], a 
linguistic pattern based method is proposed to analyze 
the text content and perform sentiment analysis. The 
researcher focused on extra sentimental words like 
adjectives covering additional sentiment. To discover 
such additional words having sentimental expression, 
they applied a set of linguistic rules of connectives 
words like ''but", "or", "and", "either", "neither" etc. An 
updated method is proposed by Jia et al., [7], which 
includes negation identification in the sentence. 
Negation identification is very important to decide the 
actual polarity of the sentence. Sentence polarity using 
linguistic rules with identification of negation improves 
the performance of the system. It required a deep 
analysis to identify implicit negation of any sentence [8]. 
Explicit negative is easy to identify. In the proposed 
work, an implicit negation detection technique has three-
layer each consist of eight features. In a sentiment 
analysis method is proposed to improve the analysis of 
textual data based on exploiting discourse similarities 
[9]. Here conjunctions, models, conditionals and 
connection words may have a significant effect on the 
polarity of tweets and textual posts. In [10], some rules 
applicable to opinion mining are proposed and these 
rules are combined in a concept that categorizes the 
sentence as positive and negative. This work analyzes 
the sentence having two or more words holding different 
polarities. These types of words together in a group 
produce a reverse meaning like "terrible good" is 
producing a negative feel. This is declared a sentiment 
conflicts. In analysis of conditional sentences is 
explained using the study of their linguistic structure 
[11]. They applied machine learning techniques to 
analyze such content. They perform dynamic analysis 
using supervised learning. In a framework of sentiment 
analysis is proposed which is based on text 
classification using a bag of word models [12]. The 
result of the model as compared to the basic bag of 
word model is improved for text classification. In a new 
concept based method proposed in which text is 
represented as a vector of concept [13]. It is known as a 
bag of concept [BOC] model. This vector container 
represents the main concept related to the particular 
text. For Example, a ball pen, cello pen, gel pen, etc are 
considered a pen only. This model enhances the 
accuracy of SVM for classification. In this model 
concept, vector and BOW are synonyms set to each 
other. The enhancement of the BOC model is proposed 
by [14]. The work shows that the words of a similar 
class would also have a similar representation. It 
represents a set of entities as a concept in a particular 
domain. In SVM and syntax inspired feature selection 
based sentimental analysis approach is proposed for 
different applications like customers review analysis to 
get good products in online shopping [15]. In predictions 
of several classifiers are combined for better 
sentimental results [16]. 

III. SEMANTIC RULES OF WORD CONCEPT 

These are well designed semantic rules for analysis of 
sentences to evaluate its polarity. The main idea of 

these rules is to utilize them in sentiment analysis to 
function the system more accurately. Here we define 
some rules on different English words with the example; 
those apply to a highly significant word category like 
conjunction [17].  
The proposed rule-based sentiment analysis algorithm 
is defined as follows: The basic concept of this algorithm 
is to find the polarity score of a sentence by the use of 
SenticNet [18]. SenticNet is a knowledge base that 
contains all words with its polarity and multiword 
polarity. The SenticNet version 3.0 is referring here. 
This knowledge-base has more than 25 thousand 
concepts of common sense.  
These concepts contain situation oriented word 
sequence applicable on occasion_based_celebration, 
fun_supporting_situation, feeling_on_events, and 
favorable_activity, etc.  These all word sequences 
represent some significant identity of sentiment. The 
computational sentiment analysis system needs to find 
the polarity of the sentence to declare it as positive or 
negative. The base approach to finding sentence 
polarity is just counting the word polarity with their 
positive and negative lexicon based on polarity 
magnitude.  
Example 1: The subject is very tuff but it is rather not 
horrible. 
Some words of this sentence are neutral and some are 
negative. The most significant words of the sentence 
(like tuff and horrible) are negative. The noun is neither 
negative nor positive. So the total polarity of this 
sentence must be negative as most of the words have 
negative polarities but it a positive sentence. In this 
example, the main role played by the words is “but” and 
“rather”. These two words change the overall polarity of 
the sentence from negative to positive. The flowchart for 
this situation is given using the dependency tree as 
follows.  
Example 2: The class teacher made me pissed off. 
Some words of this sentence are neutral and some are 
negative. The most significant words of the sentence 
(like tuff and horrible) are negative. The noun is neither 
negative nor positive. So the total polarity of this 
sentence must be negative.  The sentence is finally 
declared as negative.  
Example 3: Professor of this university hurt the cute 
girl. 
Some words of this sentence are neutral, some are 
positive and some are negative. The most significant 
words of the sentence (like hurt and cute) are both 
positive and negative. The noun is neither negative nor 
positive. So the overall polarity of this sentence is not 
easy to evaluate using the above procedure. So some 
more rules need to define here.  
According to the word type, a particular rule will be 
triggered and appropriate action will be performed [19]. 
The algorithm uses these rules in appropriate manners. 
The main word type in the English language is subject, 
object, verb, adjective, adverb, conjunction, proposition, 
etc.  
Rule 1: The main logic of this rule is based on the 
relation between noun and verb. The logic of sentiment 
with noun and verb is defined here as follows. If both 
noun and verb found together in SenticNet, then polarity 
is directly assigned using the knowledge base of 
SenticNet, otherwise, the system needs to apply some 
further steps. 
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(a) If both noun and verb have positive polarity then 
would also be positive.  
(b) If the noun has positive polarity and noun is the first 
person and verb have negative polarity then the 
sentence is positive. 
(c) If the noun has negative polarity and verb have 
positive polarity then the sentence is considered as 
positive.  
(d) If the sentence is not an active voice but passive and 
noun and verb have negative polarity then the sentence 
would be positive.  
Examples 
1. Student’s issues were resolved by principle. 
In this example, the verb ‘resolve’ has a relation with the 
subject ‘student’s issues’. Negative sentimental polarity 
has shown by word ‘issue’ while another word ‘resolve’ 
has positive sentimental polarity. In this situation, 
according to the rules overall sentimental polarity of the 
sentence is referred from the word ‘resolve’. So the 
positive polarity is applicable to this whole sentence.  
2. Their all achievements pissed off them.  
In this example, ‘achievement’ is a positive sentimental 
word, which has a relation with the verb ‘pissed off’ 
which is a negative sentimental word. So the overall 
sentiment of the sentence declared as negative. 
3. Internship offer was disgusting.   
In this example, the subject ’internship offer’ have a 
relation with adjective ‘disgusting’. Positive sentimental 
polarity is showing by ‘offer’ and negative sentimental 
polarity shown by ‘disgusting’. The sentence will be 
evaluated according to rules as negative.  
Rule 2: When a sentence contains some conjunctive 
words like ‘that’, ‘those’, ‘whether’ etc. then sentence 
have two parts in the sentence. In this situation, we 
need to find the sentiment of both parts separately and 
then apply the following rules to generate final 
sentimental polarity of the sentence.  
(a) If the first part is showing any type of sentiments, 
then this one will be the overall sentiment of both parts. 
The second part has no role in sentiment evaluation.  
(b) If the first part is not showing any sentiment then 
sentiment shown by second part is final for the overall 
sentence. 
(c) If there is negation in the first part and it also not has 
any sentiment then resultant sentiment, the sentiment of 
the second part will be inverted. 
Examples  
1. The student love that the tuition fees did not increase 
in their university.  
The sentence has positive sentimental polarity in overall 
because according to rules, the first part of the sentence 
is a positive and second part is not considered. 
2. Professor does not check whether students are 
cheating during examination. 
The sentence has negative sentimental polarity in 
overall because according to rules, the first part of the 
sentence is a negative and second part is not 
considered. 
3. The student doesn’t know whether their faculty is 
gentle and highly qualified.  
In this sentence, there is no sentiment shown by the first 
part of the sentence. But it has one negation that gives 
alertness to the second part of the sentence. So by the 
rules, the sentiment of the second part is inverted and 
the overall sentence is finally declared as negative.   

Rule 3: When a sentence contains ‘while’ words then 
this rule is applicable. ‘while’ works the same as ‘but’ 
words. The main sentence breaks down into two parts 
using the subject and comma presented in the sentence 
has two parts in the sentence. In this situation, we need 
to find the sentiment of both part separately and then 
apply the following rules to generate final sentimental 
polarity of the sentence is evaluated by the second part 
of the sentence.  
Examples  
1. While I am sure the preparation is fine, the result of 
the exam is very different. 
2. While walking, his brother completed today’s 
exercise.  
3. While students shouting, the teacher is explaining 
confidently.    
Rule 4: When the sentence contains preposition 
‘against’ then this rule is applicable. This word shoes 
negative polarity so the overall sentence polarity is 
inverted. 
Examples  
1. The professor is against all cheating during 
examination. 
2. Our director is against our internship.  
3. Students are against hostel warden. 

IV. COMPUTATIONAL MODEL 

The working of the computational model to evaluate 
sentiment polarity is explained here. Here we describe 
the approach which is responsible for the utilization of 
all semantic rules in the sentence analysis. The first task 
is to find the type of word present in the sentence and 
find the relation between them. The words that are 
linked together are mainly responsible for sentiment of 
overall sentence. This applies syntax analysis to 
validate and indent its type of each word of the sentence 
and prepare a dependency tree as shown below. 
The dependency tree is modified with level to each 
node, leaf and root word, which provides a flow of 
computation to evaluate the sentiment of the overall 
sentence. Leaf word levels are associated with the 
relation of each other and flow of execution finally 
reached to root word to generate final sentiment. Once 
the dependency tree is generated with the proper level, 
the parsing needs to start from leftmost leaf and 
parallelly the linguistic rules are applied to evaluate 
sentiment polarity of the sentence. This procedure is the 
same as semantic rules are applied.  
For every sentence, we find a relation between the 
words. Relation (w1, w2) represents the relation 
between the words of the sentence. Every relation is 
processed by SenticNet and linguistic rules to generate 
the polarity as discussed in the previous section. 
According to the category of w1 and w2, the particular 
rule is to be activated, and computation performed. If no 
rule is suitable for relation (w1, w2), the control is 
transferred to the next relation of dependency tree 
towards the right side. Words involved in previous 
relations are also checked with another word 
combination and the above procedure is repeated. The 
algorithm gives the polarity of relation (w1, w2) that was 
the last relation of the parse tree. It holds the sentiment 
of all sentences because the final relation relies on the 
previous relation of left to right scanning of the 
dependency tree. Sentiment polarity mainly depends on 
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the efficiency and accuracy of SenticNet and proposed rules. Concept of the relation between two words of the 
sentence is the main key technique with SenticNet 
knowledge base. We have also combined the general 
classification methods based on machine learning to 
classify and generate sentiment polarity for enhancing 
the system performance [20]. 

Opinion or review
sentence

Token Generation
(Syntax analysis)

Generate
Dependency tree

Semantic rule
 based analysis

BOC model

In
SenticNet

Computational
classifier

Patterns evaluation

False True

Sentiment polarity

Analysis
 

Fig. 2. Computational model of sentiment analysis. 

The classifier has been trained using 60% data of 
predefined dataset. The control is transferred to 
classifier for generating sentiment polarity of the 
sentence if the above algorithm does not find any rule 
suitable for that sentence. All sentences those are 
processed by SenticNet rules do not require classifier. 

V. RESULT AND DISCUSSION 

For sentiment analysis, SenticNet computational model 
outperforms on a different dataset. Some of the results 
are very impressive. The proposed system is robust and 
stable across the dynamic dataset. It improves the 
functionality of the general classification technique  
The proposed algorithm is very helpful in all kind of 
dataset because general classification techniques have 
also included covering all kind of sentences. Semantic 
analysis enhanced the quality of the system. SenticNet 
and linguistic rules help to improve the performance of 
the system.  
The experiments show the performance of the proposed 
model with a comparison of existing techniques. The 
main parameter used in the experiment is Accuracy 
based on some standard like precision and recall initially 
proposed by Baeza Yates [1999]. The proposed method 
has been applied to the data used in SemEval–2014 
[21]. The dataset has more than 2500 sentences for 
training and approx 750 sentences for testing. Each 
sentence contains one or more sentimental words.  
In the dataset, the sentences having at most two 
sentimental words are 80%, remaining is having more 
than 2 sentimental words. This is the main reason why 

the semantic linguistic rule is effectively applied to the 
dataset.  

 
Fig. 3. Distribution of the number of word categories per 

sentence. 

Fig. 4. Relative frequency of the sentimental word 
categories. 

Fig. 5. Ratio of implicit and explicitly sentiment 
categories. 

Percentage of the sentimental word shown by Fig. 4, 
represent that adjective and verb are more than 65%, 
the rest of 35% words are others. 
Verb and adjective come in the big category found in the 
dataset. It is also found that either sentence has an 
implicit or explicit sentimental presence. It is shown by 
Fig. 5, indicating that most of the sentence is in the 
implicit category, few are in the explicit category. 
Precision indicates the capability of a system to retrieve 
only relevant sentences. It is the fraction of retrieved 
sentences that are relevant to each product, event or 
system. 
Recall means the capability of a system to retrieve only 
relevant content useful in sentiment analysis. It is the 
fraction of total relevant content that has been retrieved 
from the system [22] and was evaluated using the 
confusion matrix terms. 
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Fig. 6. Formulation of precision recall and accuracy. 

The true positive (TP) is the number of the positive 
sentence in the system. It is the relevant sentences of 
the dataset that are correctly identified by the system 
[23]. False positive (FP) is the number of sentences that 
are not relevant in the system but all have been 
incorrectly identified by the system as relevant 
sentences. False Negative (FN) is the number of 
relevant sentences that are not identified by the system 
just because some miss happening occurs [24]. 

Fig. 7. Result of different technique with proposed. 

All classifiers are implemented using Python code. 
Naive Bays has better precision compared to the other 
three classifiers, but slightly lower accuracy and recall. 
SVM, Maximum Entropy Classifier and proposed 
system have similar precision and recall but the 
proposed system has better accuracy. 

VI. CONCLUSION 

The model shows, how linguistics pattern can be 
blended in order to understand sentiment associated 
with the text. The presented approach will combine the 
use of various semantic rule based on the syntactic 
structure of the sentences. There are many approaches 
that analyze sentiments but hardly any work 
accomplished on word category based analysis. Data 
gather by user reviews are enormous, noisy, 
unstructured, and dynamic in nature, and thus novel 

challenges arise. Overall, the proposed approach, 
relying on the linguistic sentiment flow algorithm, has 
outperformed the majority of the main existing 
approaches on the benchmark datasets, showing 
outstanding effectiveness. 
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